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Abstract

As Artificial Intelligence systems increasingly impact society, their ethical devel-
opment is viewed crucial (Hagendorff, 2020). Establishing ethical Al principles
and educating future AI developers in ethical conduct are handled as a poten-
tial approaches to ensuring the ethical development of Al systems (Prem, 2023;
Fiesler et al., 2020). This quasi-experimental, mixed-methods study examined dif-
ferences between Al students with and without Al ethics education in regarding
attitudes toward Al, attitudes toward ethical Al principles, and ethical behavior
in a real-world scenario referring to Theory of Planned Behavior (Ajzen, 1991)
and Attitude-Behavior Gaps (Mases et al., 2019). Ninety-eight Al students with or
without Al ethics education participated in a two-part study. They responded to
questionnaires, and a subsample of 48 students participated in a mini focus group
discussion. Data analysis included differential comparisons and qualitative content
analysis of mini focus group transcripts. Results indicated that while both groups
held positive attitudes toward Al, students with ethics education approached Al
development differently, demonstrating greater knowledge and interest in Al ethics.
Attitudinally, these students also viewed Al ethical principles as more important.
Behaviorally, they considered a wider range of principles, while students without
ethics education showed greater concern for Reliability, robustness, and security. Ex-
ploratively, complex attitude-behavior gaps were observed, wherein students with
ethics education showed significantly fewer gaps related to the principles of lawful-
ness and compliance and fairness. The findings suggest that Al ethics education may
be an important factor in promoting the practical incorporation of ethical principles
in Al development, contributing to the growing knowledge on effective Al ethics
education strategies.
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Chapter 1

Introduction

Artificial Intelligence has become an integral part of modern society, influencing
various parts of life, from personal interactions to critical decision-making processes
in fields such as healthcare, finance, or criminal justice (Maslej et al., 2023). As
Al systems continue to evolve and permeate our daily experiences, the ethical
implications of their development and deployment have come under increasing
scrutiny. Recent scandals and controversies surrounding Al applications have
highlighted the potential for these technologies to perpetuate biases, violate privacy,
and make opaque decisions with far-reaching consequences (Hinds et al., 2020;
Angwin et al., 2022; Kochling and Wehner, 2020; Loyola-Gonzalez, 2019). Al ethics
has emerged as a critical study area in response to these challenges. It seeks to
address the complex moral and societal issues arising from the development and
use of Al systems. However, despite the proliferation of ethical Al guidelines and
principles (Hagendorff, 2020; Prem, 2023), there remains a significant gap between
the theoretical understanding of Al ethics and its practical implementation by Al
developers and practitioners (McNamara et al., 2018).

This study focuses on a crucial aspect of bridging this gap: the impact of Al ethics
education on what results out of Al developers’ perception on ethical AI; Their
ethical attitudes and behaviors. By examining the differences between Al students
who have received formal ethics education and those who have not, this thesis aims
to shed light on the effectiveness of current educational approaches for ethical Al
development practices.

The research is guided by three main motivations:
¢ The importance of understanding how AI students perceive Al and how

they prioritize various ethical Al principles (EAIPs) for their development
processes (Prem, 2023).

¢ The potential of an Attitude-Behavior Gap (ABG) in ethical decision-making,
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where individuals’ stated ethical attitudes may not align with their actions in
practical scenarios (Blake, 1999; Ajzen, 1991).

* The need to evaluate the practical influence of Al ethics education to ensure
that future Al developers are equipped with the knowledge and skills to
navigate complex ethical situations (Fiesler et al., 2020; Stavrakakis et al., 2021;
Brown et al., 2024).

To address these issues, this study examines multiple hypotheses, including whether
Al students who have had Al ethics education (AIEE) perceive Al generally more
critically, whether they rate EAIPs as ‘more important’, prioritize these principles
differently, and whether they demonstrate more significant consideration of ethical
issues in practical settings compared to Al students who did not have such education
(nAIEE). Differences in interest and knowledge in Al and Al ethics are also examined
for

The author of this thesis conducted a mixed-model quasi-experimental study com-
paring AIEE students with nAIEE students. The research design incorporates
quantitative and qualitative methods, including questionnaires and mini focus
groups, to provide a wide-reaching analysis of the impact of ethics education on
students’ perception of Al and EAIPs and their applied ethical decision-making pro-
cesses. Behavior has been deductively mapped to a framework of EAIPs (Rao et al.,
2021). The framework includes typical ethical topics (Human Agency, Fairness) and
technical or legal aspects, allowing for an analysis closer to development practices
(Hagendorff, 2020). Due to recent problems with Al in the tax system (Fidelangeli
et al., 2021), a case study on Al in tax fraud detection has been used as a context.

By exploring these areas, this thesis aims to contribute to the growing body of
knowledge on Al ethics education (Brown et al., 2024) and its efficiency in shaping
future Al developers’ ethical perspectives and practices. Ultimately, this study seeks
to bridge the gap between ethical theory and practice in Al development, educating
a generation of Al professionals who are not only technically proficient but also
ethically courageous (Hess and Fore, 2018) in their approach to creating, deploying
and maintaining Al systems (Dominguez Figaredo and Stoyanovich, 2023; Holstein
et al., 2019).

This thesis study report was developed in alignment with the Publication Manual
of the American Psychological Association (APA, 2020c) and their Journal Article
Reporting Standards (APA, 2020b,a). Regarding references, due to the recency of the
topic and the popularity in computer science (Sutton and Gong, 2017), this study
also refers to sources published as arXiv (Cornell University, 2024) preprints, if
sufficiently often referenced by other scholars. This allows for a broader base of
knowledge on the emerging topic, though introducing issues regarding missing
peer reviewing processes for these papers.
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Chapter 2

Background

2.1 Literature Review

The previous introduction outlined the context, motivation, and approach of this
study. Following this, the literature review shall give an overview of major previous
publications that are important when investigating future developers’ perceptions of
ethical Al principles. First, this literature review will introduce you to the grounding
context of this study by giving contextual and wide definitions of both AI and
perception of Al fitting the context of this study. Afterward, this is grounded with
empirical results from Al students, and due to lack of research on this recent topic,
comparable groups (More on these aspects in subsection 2.1.1). These previous
studies help to understand how future developers generally view the application
of Al Following this, subsection 2.1.2 allows for an overview of guidelines and
principles for ethical Al development.

Within subsection 2.1.3, you receive an overview on Attitudes towards Algorithms,
Ethical Development Behavior, and corresponding empirical studies as well as their
intersection; the Attitude-Behavior-Gap. Subsection 2.1.6 answers the questions of
how Education for students in the field of Al Literacy generally looks like and how
Al Ethics Literacy is included. Additionally, there will be a short investigation of
what Assessment of Al Ethics Literacy looks like. Following, you will read about
the potential effects of Al Ethics Education on attitudes, behavior, and the attitude-
behavior gap. The literature review ends with a short subsection on how and
where AIEPs could be applied and which additional effects must be considered
(subsection 2.1.5).

Derived from the background, the foundational hypotheses are established, and
research questions of this quasi-empirical study to compare future developers with
and without experience from Al ethics education regarding their attitudes, behavior,
and the attitude-behavior gap in Al (section 2.2).
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Overall, this chapter builds a foundation for the selection of research methods that
have been applied in the study (chapter 3) and especially as a background to discuss
the study’s results (chapter 4) within the discussion section (chapter 5).

2.1.1 Future Developers’ Perception of Al

Aside from Al students” and developers’ perceptions of ethical Al principles in Al
development, it is important to understand their perception of the technology itself.
Thus this section will first give foundational definitions of Al, perception as well as
its interdependence with attitudes and behaviors. Further, the view of Al students
on Al is investigated based on multiple perspectives.

For this, shortly, a guiding understanding of Al is needed: "Artificial Intelligence" is a
broad term that includes methods and procedures within a system that imitates hu-
man intelligence to perform real-world functions (Kok et al., 2009). This integration
allows systems, it is integrated into, to act based on given data to solve particular
problems (Saranya and Subhashini, 2023). Capabilities include perception, having
knowledge, learning, reasoning, problem-solving, and decision-making (Kok et al.,
2009). Combining multiple skills allows the system to refine itself based on the
given data and new data streams (Saranya and Subhashini, 2023). Al is thus a
wider selection of methods than a single technology. These methods first include
rule-based systems, which rely on predefined rules and logic to make decisions
or solve problems (Grosan et al., 2011). More sophisticated systems of Al include
machine learning, which involves training algorithms on larger datasets to identify
patterns to make predictions or decisions without being explicitly programmed
(Michalski et al., 2013). This can include techniques like supervised learning, unsu-
pervised learning, and reinforcement learning, as well as subsets of deep learning
that use artificial neural networks inspired by the human brain to learn from data
hierarchically (Michalski et al., 2013; Ongsulee, 2017).

While many professionals identify themselves rather with these subdomains than
with the overall term of Al (Wang, 2019), it is important to consider their different
backgrounds. At university, multiple different study areas offer education for
their students to become involved in the broad area of Al development potentially.
The university of this thesis alone lists 36 Al lectures that students from different
programs can enroll in (Center for Artificial Intelligence, 2022). While this list is
non-exhaustive and leaves out learning opportunities from other fields (Individual
and Technology, 2023; Applied Ethics, 2023; Chair of Data and Business Analytics,
2023; Individualized Production, 2022; Institut fiir Kraftfahrzeuge, 2024), it already
indicates the vast different possibilities students can come in contact with topics of
AL

Based on Pickens” work (2005), when investigating Al students” perceptions of
ethical Al development, you would inevitably uncover their attitudes and resulting
behaviors as well. This is because perception, attitudes, and behavior are closely
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interrelated psychological constructs. As students interpret and organize their
impressions of ethical Al (perception), they will form mental states of readiness to-
wards these concepts (attitudes) (Pickens, 2005). Attitudes” transformation, though,
can be a longer process (Pickens, 2005). These attitudes will in turn influence how
students further perceive Al-related information and situations. Ultimately, these
perceptions and attitudes will manifest in observable behaviors, such as how stu-
dents engage with Al technologies, discuss ethical concerns, or make decisions
regarding Al use (Pickens, 2005). The process is cyclical, as also behaviors can
modify existing attitudes and perceptions (Pickens, 2005). For instance, positive ex-
periences with Al might lead to more favorable perceptions and attitudes (Vakkuri
et al.,, 2019b), while new information about ethical implications could result in
cautious behaviors and more critical perceptions (Bullock et al., 2021). Thus, any
investigation into students’ perceptions of ethical AI would naturally reveal effects
regarding attitudes and behaviors.

While this study is mostly interested in Al students’ views on ethical Al principles,
this is closely related to the technology these ethical principles shall be applied
upon, Al itself. Many studies have already investigated the attitudes of diverse
stakeholders towards Al, especially for Algorithm Appreciation or Automation Bias,
the tendency to excessively and unreflectively show high positive evaluations on
automation and algorithms (Lyell and Coiera, 2017; Logg et al., 2019), as well as
Algorithm Aversion, the tendency to have a reluctance or resistance to relying on
computational systems (Burton et al., 2020; Jussupow et al., 2020; Mahmud et al.,
2022). Within this, different strands have emerged (Mahmud et al., 2022). While
the terms have mainly been used for the context of laypeople and users of Al,
by their wide definition of Al, their main message, how appreciative or averse
one is to automation, seems also relevant to the wide range of students learning
about Al This thesis will focus on multiple attitudes that are referable to these
appreciative or aversive perspectives to give a multifaceted picture of positive and
negative attitudes towards Al, adapted from Kieslich et al. (2022) and the Center for
Advanced Internet Studies (2024): Acceptance of Al for general insights in how people
and developers especially approve Al; Risk and Opportunity Awareness of Al for the
investigation how prevalent positive and negative outcomes are to respondents;
Usage Intention of Al helps to understand both a users’ perspective of how they
want to interact with Al and a developers’ perspective whether they would choose
methods of Al for a certain professional development problem. The investigation
of Trust in Al further allows for an understanding of how much developers trust
their own technology. Since not much research has been done on the attitudes of
(future) developers, this chapter also includes users’ perspectives. This helps in the
subsequent classification of the results of this study about future practitioners in the
wider picture of public attitudes.

Acceptance of Al Kieslich et al. (2022) found that the public generally mostly accepts
Al, with some variations in their responses. Similarly, Bernnat et al. (2023) reported
public acceptance rates ranging from 50% to 77% for applied Al, with higher ratings
in criminal justice, education, and health domains but lower acceptance for Al
applications in political decision processes. This indicates diverse acceptance rates
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towards Al based on their application. According to the study by the Center for
Advanced Internet Studies (2024), there, descriptively, are differences in acceptance
based on self-reported Al knowledge: The more participants knew about Al, the
more they accepted Al over all domains (Horowitz et al., 2023). This goes along with
the confirmation bias among developers as identified by Mohanani et al. (2018): The
more people were familiar with algorithms, the more those systems are accepted.
Similarly, the more comfortable people are with mathematics, an inherent part of Al
development, the more they accept it (Thurman et al., 2019; Logg et al., 2019).

Risk Awareness. The public perceives high risks associated with Al, such as the
spread of false information, threats to democracy, digital divide, and job loss (Bern-
nat et al., 2023). Most believe that the risks of Al cannot be ruled out (Bernnat et al.,
2023). Kieslich et al. (2022) found that the public exhibits mid-level risk awareness
regarding Al. Additionally, descriptively, participants with more knowledge on Al
seem to see fewer risks of Al in comparison to the benefits of Al than participants
with less knowledge (Center for Advanced Internet Studies, 2024). If developers
are asked about the risks of Al, they tend to focus on physical safety while ignoring
emotional and non-human harm (Vakkuri et al., 2019b). They perceive clients and
end-users as unaware of the ethical complexities of Al systems. Thus, practition-
ers think that users may not care about harm as long as their business or direct
interaction is not affected (Pant et al., 2024a). Additionally, developers tend to
evaluate ethical risks in isolation instead of combined with the benefits of a system
(Sanderson et al., 2022).

Opportunity Awareness. According to Bernnat et al. (2023), the public only sees
lower levels of beneficial use of Al in helping to solve global challenges or improve
the quality of life. The samples of Kieslich et al. (2022) and the Center for Advanced
Internet Studies (2024) showed higher mid-level ratings on how large they perceive
the opportunities of Al to be. Within this, descriptively, people with greater Al
knowledge see greater opportunities in Al compared to the ones with less Al
knowledge (Center for Advanced Internet Studies, 2024). Also, Dzindolet et al.
(2002) found that expertise can help to identify possible benefits of algorithmic
systems.

Usage Intentions. Generally, in a population survey, respondents showed medium
levels of intention to use Al (Center for Advanced Internet Studies, 2024). Descrip-
tively, there might have been differences between participants with higher and
lower self-reported knowledge on Al The higher the knowledge, the less people
tended to stay distant from Al and the higher the levels appreciating it (Center
for Advanced Internet Studies, 2024). Additionally, Onkal et al. (2019) and Araujo
et al. (2020) found that training on statistical methods and algorithms increases the
likelihood of using these systems.

Trust. Trust in Al is a multifaceted concept with multiple layers, such as human-
like trust, as well as distrust and mistrust, and machine-related reliability (Jian
et al., 2000; Marsh and Dibben, 2005). The latter is often confused with trust itself
within the discourse (Lee and See, 2004). Furthermore, trustworthiness arises when
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discussing trust in Al (Toreini et al., 2020). While trustworthiness accounts for
features in Al’s design, development, application, and context, trust itself refers to
the individual perception of trustworthiness (Toreini et al., 2020). Thus, this thesis
will focus on the latter. Generally, the public seems to have a mid-level of trust in
Al (Kieslich et al., 2022). Bernnat et al. (2023) found different levels of trust in Al
for different domains in which Al is applied. Another public survey by the Center
for Advanced Internet Studies (2024) demonstrated descriptive differences in Al’s
perceived performance depending on the knowledge level about the technology.
The more respondents knew about Al, the more likely they were to trust Al to
handle various tasks. Meanwhile, developers identify themselves as responsible for
making users trust their systems, acknowledging that creating high levels of trust
in Al is an important task in their work (Sanderson et al., 2022). They especially see
the approach of explainable Al (more on this in subsection 2.1.2) as a method to
enabling trust in decision-support systems (Sanderson et al., 2022; Lu et al., 2022).
However, practitioners often mix up trust and other ethical principles (Lu et al.,
2022). To the best of the authors” knowledge, there are no known studies on how
developers and students of Al themselves trust their systems explicitly, even though
their trust in Al allows for an understanding of whether they want to apply methods
of Al or not.

2.1.2 Ethical AI Guidelines and Principles

Ethical Al Guidelines. Many academic discussions on Al also refer to the ethical
problems mentioned in the introduction (chapter 1). Many discussions on how to
apply, regulate or teach Al include an ethical perspective (Hagendorff, 2020; Fiesler
et al., 2020). These ethical issues are diverse and heavily interconnected. This section
of the thesis shall thereby introduce EAIPs as a way to conceptualize these ethical
issues collected within broader Ethical Al Guidelines (EAIG). It will be explained
that considering a wide range of ethical principles is more sensible for practical
application than focusing on just a few (Hagendorff, 2020) but finding a balance for
applicability (Whittlestone et al., 2019). Following, this section elaborates on a set of
principles in between the extremes by Rao et al. (2021). Afterward, each principle is
introduced by problems that occur when breaking with them, as well as practical
measures of how these are considered in professional work already.

One popular approach to systematically approaching ethical problems of Al has
recently been to set up guidelines and frameworks that guide users, institutions,
and developers in their work with and on Al. Many frameworks have evolved over
the period of the last century and can generally be viewed as non-legislative policy
instruments (Jobin et al., 2019). A great section of these guidelines focuses on the
ethical principles of fairness, accountability, and transparency (FAT) (Hagendorff, 2020).
Thus, technical measures to improve transparency, explainability, and interpretabil-
ity are considered necessary for experts and laypeople to judge automated systems
in their design, data usage, and decision-making (Arrieta et al., 2020). This idea
certainly established itself within the Explainable AI (XAl) research strand (Ali et al.,
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2023). With sufficient transparency in the systems, it should be easier to identify
technical issues within the system architecture and the foundational data that led to
the problem in the first place. Thus, well-trained experts should be able to identify
issues and impose solutions (Busuioc, 2021; Diakopoulos, 2016). Contrary, while
easily applicable, these guidelines from FAT and XAl are also criticized for being
rather 'rationally’, ‘calculating” and ’logic-oriented” and would only solve those
issues superficially when following a checklist approach to ethics (Hagendorff, 2020;
Gilligan, 1993; Domingo, 2024; Wong et al., 2020)

Other guidelines go beyond this and include more aspects, which in turn are
not as easily technically implementable (Hagendorff, 2020), including aspects of
diversity in the field of Al, inclusion, support for whistleblowers, hidden labor costs,
and environmental issues (Crawford et al., 2016; Campolo et al., 2017; Whittaker
et al., 2018) or principles of solidarity, democratic participation or prudence (Dilhac
et al., 2018). These guidelines aim to include the larger network of societal and
ecological effects of Al (Hagendorff, 2020). By focusing on the societal goals of
using Al, these guidelines can be understood as an abstract frame of concepts in
which other, more technical application-oriented guidelines apply principles (Prem,
2023). Furthermore, Prem (2023) argues that many guidelines lack application
context and do not consider aspects of practical application within a business or
sociotechnical system, such as how and in which constellations Al is developed.
Still, how to bring together these rather abstract concepts of ethical AI and more
applicable principles of ethical Al is not always clear (Prem, 2023) and is especially
complicated for practitioners (Vakkuri et al., 2019b).

Thus, another strand of guidelines termed practically relevant EAIGs emerges (Whit-
tlestone et al., 2019). These try to bridge the gap between abstract constructs and
technical checklists. Hagendorff (2020) found multiple guidelines to include more
than eight principles. These include alternative principles s.a., the common good
or beneficence, human oversight and autonomy, the risk of dual use as well as general
safety or framed as non-maleficence as well as further differentiations of applicability
(Hagendorff, 2020; Prem, 2023). This approach allows for an investigation of rather
abstract ethical Al, like in Dilhac et al. (2018) in applied contexts, to make complex
guidelines applicable (Prem, 2023; Zhou et al., 2020; Ayling and Chapman, 2022;
Whittlestone et al., 2019). Even though investigating for adherence to predefined
ethical Al development principles in a checklist manner is highly disputed in the
ethical and philosophical community (Kiran et al., 2015), it is still a popular ap-
proach when bringing guidelines into practice, due to its applicability (Mokander
et al.,, 2022; Zhou et al., 2020; Ayling and Chapman, 2022).

Ethical Al Principles. In this thesis, the Ethical Al principles from the responsible
Al guideline by Rao et al. (2021) are used (Table 2.1), as they belong to the list of
practically relevant EAIGs. The authors took technical, social, and business goals
into consideration and derived nine principles out of 100 previous frameworks
and guidelines. The guideline includes two general sections: epistemic principles
as well as general ethical principles. Epistemic principles deal with the knowledge
base and reasoning processes needed to determine ethical behavior for Al systems
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Table 2.1: Nine Ethical AI Principles by Rao et al. (2021) sorted into Epistemic
Principles and General Ethical Al Principles.

Ethical Al Principles
1) Epistemic Principles la) Interpretability (Explainability, transparency,
provability)
1b) Reliability, robustness, security
2) General Ethical Principles  2a) Accountability
2b) Data privacy
2¢) Lawfulness and compliance
2d) Beneficial Al
2e) Safety
2f) Human Agency
2g) Fairness

(Rudy-Hiller, 2018). This follows the argument that other ethical principles, like
fairness, could not be applied without a reliable or explainable Al system. Rao
et al. (2021) consider the first two principles of their list to belong to this group:
The principles of 1) Interpretability (Explainability, transparency, provability) and 2)
Reliability, robustness, security.

Interpretability. To tackle the multifaceted nature of a clear definition of explain-
ability issues of Al (Felzmann et al., 2020). Rao et al. (2021) selected interpretability
(providing information that is understandable for humans) as an overarching term
(Arrieta et al., 2020). Under this term, they consider transparency (a model that
is considered to be understandable by itself), explainability (the interface of the
decision-making system to a human about its goals, processes, and outcomes), and
provability (the design of the Al system allows experts to verify the mathematical
correctness of the system) (Felzmann et al., 2020; Arrieta et al., 2020; Leitgeb, 2009).
Following this, developers, users and further stakeholders should be enabled to
transparently understand the work and the outcome of the automated systems for
evaluation. Practically, guidelines recommend the use of special algorithms and
software libraries to enhance, e.g., explainability (Prem, 2023).

Reliability The second principle of Reliability, robustness, security aims at a smooth
operation of the system (Rao et al., 2021). Thus, reliability of an AI system is
fundamental so that the automation can be relied upon (Ryan, 2020). E.g., from a
practical development perspective, an inaccurate Al system would not be reliable
and thus be doubted in rollout. The same holds for robustness and security: Thus,
a system ought to be designed to give stable predictions even when dealing with
variations in input data (Freiesleben and Grote, 2023). Adding to this, they should
be secure enough to withstand attacks or accidents affecting the system (Barreno
et al., 2010; Toreini et al., 2020), like hacking or energy outage. All three parts of the
principle aim to improve the predictability of Al systems under usual as well as
unexpected circumstances. To consider them, guidelines advise developers to learn
more about the topics and (Kolter and Madry, 2018; Isaac and Reno, 2023) as well
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as to include compliance processes within development (Isaac and Reno, 2023; Rao
et al., 2021; Prem, 2023).

Both epistemic principles are considered to potentially have positive impacts on
achieving trustworthy Al as proposed by the XAl research strand (Freiesleben and
Grote, 2023; Toreini et al., 2020; Ali et al., 2023). Still, other researchers such as Bell
et al. (2022) see issues, since the focus on explanations of Al systems may not allow
for proper understandability, or that promoting accuracy as well as the design of
interpretable and explainable Al might be used to manipulate users into trusting
non-trustworthy systems (Gilpin et al., 2022). On a different note, the complexity of
accuracy and explainability of Al becomes clear in their currently discussed direct
trade-off in application (Bell et al., 2022; Felzmann et al., 2020). These debates show
how hard it can be, to implement epistemic principles properly. As will be shown
below, the same holds for the second set of Rao et al. (2021)’s principles:

Accountability The section on general ethical principles concludes the other seven
principles. Accountability implies that all stakeholders involved are responsible for
the moral implications of the use and misuse of Al (Rao et al., 2021). This also
includes the often-cited concept of dual-use; the potential of artificial intelligence
technologies to be used for both beneficial and harmful purposes (Brundage et al.,
2018). Both beneficial and harmful use aspects are considered in more detail in
principles 2d and 2e (Table 2.1). In other publications, accountability and responsi-
bility are considered separately (Hagendorff, 2020) due to the complex nature of
responsibility in its mode and direction (Van de Poel and Sand, 2021). Others only
consider a forward looking version of responsibility to be able to attribute (moral)
responsibility towards a party being in the process of designing, developing as
well as maintaining the Al system (Bernnat et al., 2023; Santoni de Sio and Van den
Hoven, 2018; Van de Poel and Sand, 2021).

Data Privacy Data Privacy includes the closure of information on an individual
and the prevention of further distribution of already published information on an
individual (Yu, 2016). Thus, it can be viewed as a variation of informational privacy
(Rao et al., 2021). Popular approaches are the minimization of sharing and collecting
information, anonymization of information, and more sophisticated technical mea-
sures of encryption for secure information processing, transmission, and storage
(Jain et al., 2016). These shall allow users to engage in behavior without having to
fear being vulnerable to blackmail (Brierley et al., 2021) or automated manipulation
(Gilpin et al., 2022). Privacy is not only connected to the principle of securing human
agency in interaction with Al but also to the principle of security so that privacy
rights are defended against attacks on the systems and their databases. Additionally,
privacy stands in conflict with the goal of reliability. The more data is collected as
well as used, the more accurately an Al system can work (Machanavajjhala et al.,
2011; Binns and Gallo, 2019). Even though privacy is included as a fundamental
human right (Diggelmann and Cleis, 2014; EU, 2012), regions worldwide place dif-
ferent legislative importance on the topic. Following this, separating the principles
of data privacy from the next principle in the list, lawfulness and compliance, might
seem irritating initially. But when developers try to balance accuracy and privacy,
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privacy must be considered separately in the analysis of ethical behavior, especially
when the law requires only minimal standards.

Lawfulness and compliance Rao et al. (2021) frame the principle of Lawfulness
and compliance as all stakeholders” adherence to the law and relevant regulatory
regimes. This principle accounts for the fact that Al is used in regulated areas of
high societal significance (Prem, 2023; Hagendorff, 2020). Thus, regulations of data
and Al usage are being discussed and published currently all over the world (Corréa
et al., 2023), adding to the legal literature. Aside these legal foundations, often,
ethical considerations are considered in self-regulatory structures (Hagendorff,
2020). Thus, reminding developers and other decision-makers in Al development
to follow both the law and additional “[non-binding] corporate self-governance”
(Whittaker et al., 2018, p. 30) is an important aspect included in ethical Al guidelines.
Issues of neglecting this principle can be found in the example of multiple big tech
companies laying off their Al ethics teams, leading to weakened internal compliance
mechanisms (Dufty, 2023; Field and Vanian, 2023). In the case of being in conflict
with the law over Al, e.g. responsible companies have been sued for copyright
infringements, non-consensual data collection as well as discrimination (Brittain,
2024; Grynbaum and Mac, 2023; Kang, 2022; Lyles, 2024; Wiessner, 2024). Methods
of minimizing these issues include improvement of internal governance (Kiran
et al., 2015; Zhou et al., 2020; Corréa et al., 2023) and auditing measures, as well as
institutions for complaints and further interdisciplinary education for responsible
development of practitioners (Hagendorff, 2020).

Beneficial Al Beneficial Al refers to the promotion and reflection of the common
good through the development of AL. An Al system might follow all other ethical
standards and could still not be beneficial for humanity since their goals are not
aligned with the common good. While Rao et al. (2021) include sustainability,
cooperation and openness in beneficial Al, other guidelines focus on aspects from the
UN Sustainable Development Goals (International Telecommunication Union, 2017)
ranging from climate change and healthcare to financial inclusion and disaster risk
reduction. Still, while many guidelines include concepts of beneficial or good Al
(Hagendorff, 2020; Prem, 2023), the discussion on what goodness ought to mean in
the context of Al is not settled yet (Aula and Bowles, 2023; D’ Acquisto, 2020).

Safety The same problem of unclear definition holds for the next principle on Safety
(Rao et al., 2021), often also termed “Non-Maleficence” (Hagendorff, 2020). While
the concept is well established in healthcare ethics (Gillon, 1985), the number of
guidelines on ethical Al, show different definitions of non-maleficence (Prem, 2023).
Here, the definition by Rao et al. (2021) is used, "not compromising physical safety
and mental integrity" (Rao et al., 2021, p. 8) of human stakeholders of Al throughout
the entire lifetime of the system. One prominent example of designing maleficent
Al is the increasing number of deepfakes for individual and political use cases
(Westerlund, 2019).

Both beneficent Al and non-maleficent Al stand in stark contrast to business prac-
tices (Taddeo and Floridi, 2018; Al HLEG, 2019) that often focus on an increasing
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Al’s capabilities with efficiency and technological superiority in mind (Asaro, 2019).
Thus, considering both these principles is even more important in analyzing ethical
conduct in Al development. Applied, methods of improvement towards benef-
icence and non-maleficence, especially include licensing models and certificates
validating responsible conduct (Prem, 2023; Kiran et al., 2015; Cihon et al., 2021).

Human Agency While beneficence and non-maleficence are part of many EAIG,
the principle of Human Agency is not (Zhou et al., 2020; Hagendorff, 2020; Jobin
et al., 2019). Rao et al. (2021) see it as a way of possible human intervention within
automated Al processes. Contrasting this, Hagendorff (2020) splits this principle
into two. He identified human agency to be the manner of non-manipulation of
Al towards stakeholders, and additionally the possibility of human intervention to
steer the decisions of an Al system. Both concepts may occur within the same
scenario. Imagine house owners using an Al system to automate their heating
systems. The possibility of human intervention in the decision-making process of
heating allows them to retain human autonomy in their heating decisions. Still,
ethically, one could argue that a user or stakeholder might be nudged towards a
certain decision by the algorithm’s recommendation. Therefore, the involvement of
an automated recommender system reduces their autonomy in decision-making,
regardless of their level of involvement. Solving this ethical discussion goes beyond
the scope of this thesis, but the conflict shall be mentioned at this point for a more
profound understanding of the principle as proposed by Rao et al. (2021). To allow
Al to follow individual values instead of manipulating users into certain actions,
stakeholders can be involved in the development process to elucidate their positions
(Prem, 2023). For human involvement, concepts such as human-on-the-loop, human-
in-the-loop or human-in-command are currently evaluated regarding their benefits
and drawbacks (Prem, 2023; Yurrita et al., 2023; Mosqueira-Rey et al., 2023; Wu et al.,
2022).

Fairness As already mentioned, Fairness, as the last principle of the list, is quite
popular among EAIGs (Hagendorff, 2020; Prem, 2023; Zhou et al., 2020; Jobin et al.,
2019). (Rao et al., 2021, p. 8) stay rather vague within their definition that "[t]he
development of Al should result in individuals within similar groups being treated
in a fair manner, without favoritism or discrimination, and without causing or
resulting in harm. Al should also maintain respect for the individuals behind the
data and refrain from using datasets that contain discriminatory biases." Also, other
frameworks similarly refer to issues of bias, discrimination, equality, when including
about fairness (Prem, 2023). Sometimes, aspects of fair Al are also included in the
principles of dignity or fair treatment of AI workers, as found in other guidelines
(Hagendorff, 2020; Jobin et al., 2019). In cases in which fairness is not considered, Al
systems could become discriminatory so that companies and individual decision-
makers might even face legal consequences (Wiessner, 2024) or could face shutting
down the alleged systems as a whole (Jeffrey Dastin, 2018). Thus, following fairness
in Al is both morally advised (John-Mathews et al., 2022) and beneficial from a
business perspective. Still, fairness stands in a technical conflict to the accuracy
of predictions, thereby often being disregarded as an ethical principle compared
to reliable results of responsible Al (Jui and Rivas, 2024; Kleanthous et al., 2022).
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Accounting for fairness can mean to include diverse stakeholders and teams in their
development process, set up technical measures of protected attributes, and try
to balance weights against biased algorithms or datasets (Hagendorff, 2020; Prem,
2023; Zhou et al., 2020; Jui and Rivas, 2024).

Fully considering all principles in a project satisfactorily can sometimes be compli-
cated or even impossible (D’ Acquisto, 2020). A focus on accuracy can practically
be in conflict with considering privacy and fairness (Binns and Gallo, 2019; Jui and
Rivas, 2024). On the other side, higher reliability can allow for greater safety by
minimizing unintended side effects. This, in turn, can also influence the lawfulness
of the system. Additionally, cases of low security of a system would also be a threat
to privacy when considering data breaches. These incidents could also affect the
individual safety of users and stakeholders. While high transparency might be
relevant to working against these issues, it could also threaten privacy. Due to
this complexity and the focus on only a small set of principles in many guidelines,
certain principles are more often considered than others when it comes to implemen-
tation. Additionally, principles such as data privacy, beneficence, non-maleficence,
or human autonomy are often harmed by current Al applications (Hagendorff,
2020). Thus, it is important to ask how these principles can be considered in a
balanced way in actual development practices (D’ Acquisto, 2020).

2.1.3 Future Developers’ Attitudes on Ethical Al

Al developers play an important role in Al design, development, and deployment
processes. They are involved in multiple Al development steps and can influence
the final system in multiple ways. Since both computer science and Al are still
relatively young technologies, studies have far more frequently examined students
from the more general STEM sciences. Nevertheless, to attempt to draw lessons
about the knowledge, attitudes, and behavior of Al students, the studies on STEM
students are supplemented in this chapter with studies on computer science and
Al practitioners. As students from both computer science specifically and STEM
generally (Kandlhofer et al., 2016; Meesters et al., 2022), learn the skills to potentially
becoming be future Al developers (Schleiss et al., 2022), it can be assumed that they
are also relevant to the analysis in this section. This section shall thus investigate
professionals, and especially students, who might take positions in development
or decision-making in their future careers. It gives an overview of the attitudes of
these practitioners towards ethical conduct in general and ethical (AI) development
practices. Building on this, this section will give insights into the tradeoffs between
principles.

A violation of one or multiple ethical principles has been shown to lead to public
outrage, as in the case of an automated grading system in the UK (Kelly, 2021). To
understand these stark public reactions, looking at attitudes to ethical conduct is
important. These attitudes are not merely personal preferences or opinions, but
rather individually represent guiding principles about what individuals and society
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"ought to do" (Ellemers et al., 2019). Various factors shape these attitudes: The social
environment, such as societal values or (sub-)cultural norms, plays a significant role
in shaping perceptions of what is considered right or wrong (Pulfrey and Butera,
2016; Stoeber and Yang, 2016). The strength of personal moral beliefs, attitudes, or
convictions can make individuals resilient against social pressures to act unethically
(Brezina and Piquero, 2007). Strong moral convictions can be a guiding force, even
in the face of opposing influences, like in a group setting with strong social norms
(Hornsey et al., 2003). The individual’s self-image as moral or immoral can strongly
influence behavior (Zhong and Liljenquist, 2006). People who perceive themselves
as “good” or “ethical” may be more likely to follow through on good intentions and
act in accordance with their moral beliefs (Ellemers et al., 2019). When an individual
witnesses others acting against her ethical or moral principles, it can lead to distress
(Skitka and Mullen, 2002). Similarly, personal engagement in misconduct can create
internal conflict and discomfort, as it might contradict with the own moral attitudes
and beliefs (Graham, 2007). Attitudes toward ethics and moral behavior are not
static; the interplay between thoughts and experiences shapes them. Generally,
personal experiences, exposure to different perspectives, and critical reflection can
all contribute to the evolution of these attitudes over time (Klein and O’Brien, 2016).

Kieslich et al. (2022) investigated in their study how important the public evaluate
EAIPs to be. The participants underwent a discrete choice experiment and rated
systems with different ethical features by satisfaction. Accountability was seen as
the most important ethical principle. Fairness, security, privacy and accuracy were
rated in the middle, while explainability was rather unimportant. Additionally, they
checked for attitudes on machine autonomy, which received the lowest overall rank-
ing. Now, various empirical studies that deal with the perspectives of developers
and students in the field of Al and related will be listed.

According to studies by Finelli et al. (2012) and Kreth et al. (2022), STEM students
generally exhibit low levels of knowledge and capabilities in ethical reasoning.
Specifically, computing students tend to have lower social responsibility attitudes
compared to students from other domains, including other STEM majors. This
deficit in ethical awareness can be attributed, in part, to the emphasis placed on
technical problem-solving over social dimensions in technical education (Schiff
et al., 2020). Furthermore, professional internships can reinforce this development,
as students often prioritize technical skills over ethical considerations (Rulifson
and Bielefeldt, 2018, 2019). Additionally, students are often less strict with their
own ethical conduct compared to the ethical conduct of others (Almasri and Tahat,
2018). In the study by Schiff et al. (2020), STEM students had difficulties transferring
high attitudes toward social responsibility from their private lives to professional
social responsibility. Ethical issues on a large societal scale, as considered in many
ethical Al guidelines, were more affected by this effect than ethical questions on an
individual, small or daily level (Schiff et al., 2020).

Turning to the specific domain of ethics in IT, several studies have highlighted the
challenges and attitudes surrounding this topic. Almasri and Tahat (2018) found that
some students perceive IT ethics as less important than general ethics. Moreover,
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dealing with ethical issues in Al is a relatively novel concept for many developers
(Vakkuri et al., 2019a). They report only coming in contact with rudimentary ethical
risk assessment frameworks, such as privacy by design, and there is often a "do
once-and-forget" approach to ethical considerations (Sanderson et al., 2022). In
some cases, developers consider Al ethics detached from the current issues in the
field (Vakkuri et al., 2019b). A systematic literature review by Pant et al. (2024b)
further highlights the varying perceptions of ethics among Al professionals. Some
practitioners perceive it to be critically important, while others show the complete
opposite opinion. They also found that practitioners view pro-ethical designs as
being an improvement in social impact but with higher costs for resources and time.
Pant et al. (2024b) conclude that these differing views shown in multiple studies
hint at the fact that ethical aspects are also from the side of perception, complex to
understand and to consider.

When considering ethical principles and guidelines, Sanderson et al. (2022) found
that practitioners often prioritize privacy and security considerations when devel-
oping Al systems. In their study, the principle of wellbeing has only been indirectly
addressed and not directly named. The developers participating have been unsure
about how to ensure legal compliance and seek advice to ensure everything is done
correctly from a regulatory standpoint. In the study by Lu et al. (2022), developers
expressed a desire for verifiable requirements and ethical assessment tests when
developing Al systems. Their focus extends beyond privacy and security to include
reliability and XAI However, human-centered values tend to be the least important
to these developers. Many practitioners adopt a checklist approach when consider-
ing ethical principles in AI development (Pant et al., 2024b). This involves ensuring
that they have correctly implemented and sufficiently addressed various ethical
principles (Pant et al., 2024b). While there is a positive perception regarding the
importance and benefits of incorporating ethics into Al development, some negative
perceptions also exist (Pant et al., 2024b): The high cost associated with applying
ethical principles can be a deterrent. Ethics is sometimes viewed as a non-functional
requirement in Al development, potentially leading to its low prioritization (Pant
et al., 2024b).

Following, the principles relevant to this thesis (Table 2.1) will be individually
investigated regarding the attitudes of developers and students.

Perception of Interpretability (Explainability, transparency, probability). Students
in the field are aware of the complexity of transparency and want to make explana-
tions understandable to non-experts (Kleanthous et al., 2022). Sanderson et al. (2022)
found that transparency is often an interim target for practitioners when developing
Al systems to achieve high reliability, after which transparency may no longer be
needed. Explainability, similarly, is considered important for increasing trust in
the system, although it may only be needed temporarily until people understand
how the system works (Sanderson et al., 2022). Seppala et al. (2021) emphasize that
developers give high importance to increasing trust by using measures of XAl to
increase transparency on when Al is at work, as well as interpretation to detect
biases. Contrary, Vakkuri et al. (2019b) found that developers perceive end-users as
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not being tech-savvy enough to gain anything from technical system details and
thus do not see a reason to provide insights. This hints at the fact, that they are
aware of the gap between explainability and interpretability. Vakkuri et al. (2020)
reported that more value is put on transparency of software operations internally
of the organization compared to transparency for external stakeholders. And even
for internal transparency, students in the study of Kleanthous et al. (2022) did not
include audits as a possible measure to increase transparency aside from more
technical approaches. To the best of the author’s knowledge, perceptions of the
provability of Al have not been researched thoroughly so far.

Perception of Reliability, robustness, security. Developers see that ensuring Al
systems’ reliability, robustness, and security is an ongoing process that requires
iterative testing and reworking (Seppala et al., 2021). Model validation is a crucial
aspect of this process (Seppaéli et al., 2021). Developers are aware of the high odds
of unpredictability associated with Al systems (Vakkuri et al., 2019b), although a
study by Vakkuri et al. (2020) found that 76% of developers believed their software’s
operation was predictable (Vakkuri et al., 2020). However, there is a tendency
among development teams to prioritize the usefulness and viability of their product
over other ethical aspects (Vakkuri et al., 2019a). On the one hand, in a study
by Khan et al. (2023), accuracy was rated as less important. On the other hand,
multiple studies indicated that it was evaluated as more important compared to
other ethical principles (Sanderson et al., 2022; Vakkuri et al., 2019b; Hadar et al.,
2018; Arizon-Peretz et al., 2021). Van Stuijvenberg et al. (2024) argue that this is
due to usage of accuracy as a popular performance measure of Al systems among
developers. Security, as well, is consistently identified as one of the most important
principles for practitioners when developing Al systems (Sanderson et al., 2023;
Lu et al.,, 2022). The security discourse seems relatively prevalent to developers
(Arizon-Peretz et al., 2021), even though that they have issues to differentiate it from
the concept of privacy (Peixoto et al., 2020). This emphasis on security aligns with
the need to ensure the reliability of Al systems, as security vulnerabilities could
compromise the overall functioning of these systems. Still, developers also often
leave their formal education without previous training on security issues and only
advance in these fields as soon as they approach issues at work (Balebako et al.,
2014).

Perception of Accountability. Accountability is a critical principle in the devel-
opment of Al systems according to FAT machine learning and other guidelines
(Hagendorff, 2020), but there are challenges in how it is perceived and approached
by developers. According to Vakkuri et al. (2019b), developers” motivation for
taking responsibility is often driven by pragmatic concerns rather than ethical con-
siderations. For instance, the fear of physical harm, financial implications, customer
relations, or legislative requirements may be more compelling factors than a sense of
ethical duty. Furthermore, Vakkuri et al. (2019a) found that students in Al programs
tend to lack knowledge on accountability issues. This knowledge gap goes along
with the tendency among developers to outsource accountability to users rather
than considering the complexity of responsibility in the systems they create (Vakkuri
et al., 2020).
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Perceptions of Data Privacy. Data privacy is considered one of the most important
ethical principles among developers and software teams, as evidenced by studies
such as Lu et al. (2022) and Sanderson et al. (2023). This is in line with demands
by the public on privacy in Al development (Bernnat et al., 2023). However, this
finding contrasts with the privacy-harming practices of some companies (Groger,
2021; Maslej et al., 2023). Only a few developers have received formal training on
privacy, with some receiving corporate certifications (Balebako et al., 2014). Thus,
regardless of their region, developers are often relying on self-teaching and online
forums and do not apply the full set of possible technical measures (Prybylo et al.,
2024). Developers often using the vocabulary of data security to approach privacy
challenges (Peixoto et al., 2020). Additionally, they rely on legal experts to help
create privacy policies for their teams (Balebako et al., 2014; Prybylo et al., 2024). If
developers consider privacy, several factors are found to influence their motivations
in doing so (Peixoto et al., 2020; Hadar et al., 2018): When directly asked in the study
by Peixoto et al. (2020), developers answer they are often motivated by ensuring
users’ needs or complying with privacy laws. Hadar et al. (2018) opposingly found
that often, business considerations are prioritized over preserving users” informa-
tional privacy when in conflict. Thus, perceptions and behaviors of developers
regarding privacy and security may not always align with the expectations and
recommendations of policymakers (Arizon-Peretz et al., 2021).

Perception of Lawfulness and compliance. While most developers acknowledge
that their industries are regulated (Vakkuri et al., 2020). However, many have
not received enough formal education on regulation during their studies Vakkuri
et al. (2020). This is problematic regarding the different languages used in the
fields (Bell et al., 2023). Particularly regarding privacy regulations, developers rely
on legal experts to navigate regulatory requirements or even seek help in online
forums or with friends (Sanderson et al., 2023; Balebako et al., 2014; Prybylo et al.,
2024). Additionally, practitioners often feel less responsible for cases of harm if their
software fulfills regulatory standards (Vakkuri et al., 2020).

Perception of Beneficial Al. The principle of beneficial AI, which aims to ensure that
Al systems are designed and developed for the benefit of humanity, is sometimes
overlooked or treated as a mere project objective rather than a set of verifiable
requirements or outcomes (Lu et al., 2022). In a study by (Khan et al., 2023), aspects
of sustainability, freedom, and prosperity, all parts of beneficial AI (Hagendorff,
2020), received relatively low importance ratings.

Perception of Safety. Developers often consider safety primarily in terms of phys-
ical harm to humans (Vakkuri et al., 2019b). Further, there is a lack of skills and
understanding among developers regarding the potential for Al systems to cause
harm beyond physical harm, such as systemic effects or social and emotional im-
pacts (Vakkuri et al., 2019b). Both areas of (future) practitioners’ perceptions of the
beneficial use of their technology and harm prevention in the sense of safety are less
researched than topics like transparency, accountability, privacy, or fairness.

Perception of Human Agency. Ensuring human agency in the context of Al systems
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is a multifaceted challenge. There is a preference among a few developers for
Al recommender systems rather than fully autonomous decision-making systems
among developers (Seppaili et al., 2021), as this allows for human agency in the
final decision-making process. Approaches like allowing human decision-makers
to overwrite Al decisions (Sanderson et al., 2022) or incorporating "kill-switches"
(Lu et al., 2022) are used to maintain human agency and control over Al systems.
However, some developer also stress the potential biases that can arise from humans
in the loop (Holstein et al., 2019), highlighting the need for careful consideration
and mitigation of human biases when preserving human agency in Al systems.
Certainly, practitioners are more concerned about human bias than e.g. lawmakers
(Khan et al., 2023). The question of how much human bias is optimal goes along
the lines of studies discussed previously, that some developers think that higher
reliability of an Al system can be a reason to put a lower priority on transparency
and human say over an autonomous system (Sanderson et al., 2022).

Perception of Fairness. Studies have shown that Al students lack knowledge on
Al fairness, with many never receiving formal training on the topic (Kleanthous
et al., 2022). Postgraduate students tend to identify problems in data better than
undergraduates, and there is a recognition that definitions of algorithmic fairness
are subjective and that human intervention is important (Kleanthous et al., 2022).
Bringing diversity into development teams and focusing on training data and
algorithms are seen as crucial for improving fairness in a system (Holstein et al.,
2019). Gender differences in beliefs about fairness have been observed, with males
rating accuracy as more important than minimizing racial disparities (Pierson, 2017).
Professionals often lack the practical knowledge and skills to develop fair systems,
and they view increasing fairness as challenging due to technical and organizational
boundaries, even when efforts are made (Holstein et al., 2019). Compared to
lawmakers, practitioners evaluate fairness as less important, potentially due to
the non-technical nature of the term and a lack of understanding of how to interpret
fairness technically (Khan et al., 2023).

Tradeoffs between Principles. A study by Khan et al. (2023) asked practitioners to
rate the perceived importance of 21 ethical principles related to AI. When directly
asked to rate the importance of ethical principles, transparency, accountability, pri-
vacy, human dignity, and non-maleficence emerged as the top priorities. Other
studies consider Human dignity closely related to fairness and safety (Hagendorff,
2020). The principles that received the fewest ratings of importance were sustain-
ability, accuracy, freedom, prosperity, and explainability. Notably, sustainability,
freedom, and prosperity can be considered part of the broader principle of beneficial
Al as outlined in frameworks like by Rao et al. (2021). Overall, the participants in
Khan et al. (2023) generally considered all principles to be important rather than
unimportant. Developers often face situations where they must navigate tradeoffs
between different ethical principles. For example, Sanderson et al. (2022) highlights
potential conflicts between reliability and fairness and between reliability and pri-
vacy. In such cases, developers may need to prioritize one principle over another.
Khan et al. (2023) also found that many practitioners acknowledge the issue of
conflicting principles in practice.
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Even though only a few studies have investigated the perceptions of ethical Al
frameworks by practitioners, the comparison of multiple principles shows a trend
in favor of the principles of reliability, data privacy and security. Still, the latter two
are a good example to see that developers often have issues in clear differentiation
of the concepts.

2.14 Future Developers’ Ethical AI Behavior and the Attitude Behavior
Gap

While developers and students of Al favor certain EAIPs over others, attitudes are
not the only predictor of actual behavior to enact their favorite principles. Following
the Theory of Planned Behavior (TPB), besides attitudes, subjective norms and
perceived behavioral control are also relevant in predicting behavioral intention
(Ajzen, 1991). Thus, not only individual attitudes towards a behavior but also
the perceived social pressure around the behavior and the belief about internal as
well as external factors that may facilitate or impede the behavior influence how
hard an individual is willing to try and how much effort they plan to put forth to
perform a behavior (Ajzen, 2014). This intention is the most proximal factor for
actual behavior (Ajzen, 1991). Thus, it is often used as a proxy for behavior within
behavioral ethics research (Sadeghi et al., 2022; Gino et al., 2009). As seen, attitudes
must not go hand in hand with behavior directly (Ajzen, 2014). Especially in research
on social and environmental behavior (Portus et al., 2024), this pattern became clear.
This effect is termed the Attitude-Behavior Gap (ABG) and is especially used in
research on responsible behavior, such as the usage of seat-belts (Mittal, 1988) or
environmentalism (Park and Lin, 2020). Since attitude and behavior are not directly
in line with each other, this section will elaborate on the ethical behavior of technical
and especially Al practitioners and students, followed by a deeper contextualization
of the ABG regarding the TPB with first empirical studies from the IT sector.

Ethical Behavior. Ethical behavior refers to actions that align with established ethi-
cal guidelines and principles (Ellemers et al., 2019). This stands opposed to moral
behavior, which is judged against individual moral standards (Ellemers et al., 2019).
According to Ellemers et al. (2019), the strength of personal moral beliefs, attitudes,
or convictions can make individuals resilient against social pressures that may
encourage ethical behavior. However, in domains where personal moral convictions
are less strong, moral norms established by team atmosphere or principled leader-
ship can overrule individual concerns (Ellemers et al., 2019; Osswald et al., 2010).
Ellemers et al. (2019) highlights the complex interplay between personal moral
convictions, social pressures, and the framing of moral dilemmas in shaping ethical
behavior. While strong personal moral beliefs can promote ethical conduct, social
norms and contextual factors can also significantly influence individuals” ethical
decision-making and actions (Ellemers et al., 2019; Osswald et al., 2010). Reimen-
schneider et al. (2011) found that depending on the context of computational topics,
like internet plagiarism or collaborative programming, different attitudes, and be-
havioral intentions are prevalent to behave (un-)ethically. Hedayati-Mehdiabadi
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(2022) identified multiple factors that positively and negatively influence ethical
decision-making among future developers: Relating to real-world scenarios, show-
ing care for users or affected individuals, or applying their experiences of insecurity
or confusion as users went in line with ethical behavior. The same effect occurred
for recognizing biases in the arguments of other students and feeling responsible
due to possessing special technical knowledge and experience compared to oth-
ers (Hedayati-Mehdiabadi, 2022). On the contrary, students who showed rather
unethical behavior in that study, argued with minimalist assumptions about the
capabilities of users or generalizing their own (knowledgeable) technology usage
to all users. Additionally, practitioners fell for fallacies e.g., that they felt incapable
of acting based on their values due to external pressures (Sartre et al., 2022), that
they tended to present unethical decisions as morally useful (Bandura, 1999), or
that ethical problems are only relevant if part of rules, regulations, or if problems
occurred (Hedayati-Mehdiabadi, 2022).

Not much research has been done on developers’ ethical behavior regarding specific
EAIPs. Thus, the following empirical studies exemplify based on the commonly
investigated EAIPs of Data Privacy and Fairness. Regarding Data Privacy, Alhazmi
and Arachchilage (2021) found that the minority of developers were familiar with
GDPR principles; if they were, they often lacked the requisite knowledge about
the implementation techniques. Developers tended to focus more on functional
requirements than privacy requirements, partly due to the unavailability of online
tools and lack of support from institutions and clients. Prybylo et al. (2024) observed
that developers do not use anonymization techniques frequently enough. Instead
of having learned about the issues beforehand, developers seek answers to their
privacy questions from friends, social media such as developers’ forums, in addition
to legal/policy experts (Balebako et al., 2014; Prybylo et al., 2024). Regarding
Fairness, Cowgill et al. (2020) have shown that a reminder on the fact that data can
be biased increases awareness that there is a problem regarding fairness within
a task. This effect did not occur by technical documentation at the hands of the
developers. Furthermore, female professionals were more likely to recognize biased
datasets than men. However, this gender imbalance did not translate to the level
of bias in developers” development outcome (Cowgill et al., 2020). While having
diverse teams has been proposed as a potential solution to promote fairness (Pant
et al., 2024b), this approach has not consistently proven effective (Pierson, 2017).

The Attitude-Behavior Gap. As described above, the ABG, refers to the discrepancy
between an individual’s stated attitudes, or intentions and their actual behavior
(Blake, 1999). External factors, such as situational constraints, social pressures, and
cognitive biases, can contribute to the divergence between attitudes and behaviors
(Simon, 1991; Rubinstein, 1998). The underlying theory by Simon includes that
humans are not perfectly rational but seek solutions that are satisfactory rather than
optimal. As already explained, psychology also considers this gap as a general
phenomenon to be explained by theories, s.a. the TPB (Ajzen, 1991). The TPB can
also be transferred to ethical topics (Chang, 1998) and to computational areas such
as information technology or electronic piracy (Panas and Ninni, 2011; Reimen-
schneider et al., 2011). According to the two studies by Panas and Ninni (2011) and
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Reimenschneider et al. (2011), attitude did show to predict behavioral intention
in ethically complicated scenarios. However, there are also additional effects of
possible legal punishment or equity in social exchanges that minimize or increase
unethical behavioral intention.

While the concept of the attitude-behavior gap has been recognized in various
domains (Mittal, 1988; Park and Lin, 2020), there is emerging evidence of its ex-
istence in technology ethics. The study by Sadeghi et al. (2022) have provided
initial insights into this gap in the context of technology and Al ethics, especially for
security behavior: Participating students from computing and/or business studies
should decide whether to release an ethical worm. They had to choose either in
favor of security or organizational regulation. Their decisions differed widely, and
the authors assume that many students could not evaluate the situation properly
before their instruction about the concept of ethical worms. Griffin et al. (2024)
conducted one of the first qualitative investigations into the attitude-behavior gap
among Al developers. The study identified gaps between how developers perceive
themselves and their work experiences. Developers’ perceived ethical agency varies:
While they do have some authority to intervene for ethical reasons in the systems
they work on, they often do not realize the extent of how many ethical decisions
they make. Nonetheless, the study revealed a growing ethical wisdom among
developers, considered beneficial to nurture by the authors. This wisdom goes in
line with what Hagendorff (2020) asks for and calls Al virtues. Developers should
be better equipped to act in line with ethical demands from ethical Al frameworks.
According to Vieira et al. (2023), besides e.g., conflicting goals, a lack of knowledge
can be a major barrier to reducing unethical behavior. Interventions focused on
increasing awareness of problematic behavior and knowledge on behaving more
ethically, as for environmentalist behavior, have increased positive attitudes and
behavioral intention toward ethical conduct (Jay et al., 2019; Kwasny et al., 2022).

2.1.5 When to Consider EAIPs and Demographic Effects

Ethical Decision Points in AI Development. Even though ethical Al development
underlies the complexity of bridging attitudes into behavior, Prem (2023) found that
EAIGs often consider an Al development process to recommend when and how to in-
clude ethical principles. The approach of considering ethics during the development
process of Al, can be sorted into the research strand of Ethics by Design (Brey and
Dainow, 2023; Dignum et al., 2018). This idea allows incorporating values relevant
to the context of the application of the system already within the development phase
to allow for value-oriented automation further down the line (Brey and Dainow,
2023). Closely aligned with results from Prem (2023) analysis of ethical decision
points, Rao et al. (2021) have set up a nine-step model of Al development, relevant
for the methodology of this study:.

1. Business and data understanding
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Evaluation and check-in

Within the first two steps, the involved decision-makers should consider the ethical
aspects of beneficence and non-maleficence for the overall system design, as well as
stakeholder participation and human oversight (Prem, 2023). Within the technical steps
3, 4,5, developerscould extract the important data points needed for considering fair-
ness and biases as well as accuracy, reliability, robustness, and security (Prem, 2023). They
can opt to develop a model that can include technical measures for guaranteeing
transparency and explainability (Prem, 2023). Further, with steps 6 and 7, developers
have to opportunity to first identify issues of the previously integrated principles.
Additionally, they ought to guarantee that a diverse set of stakeholders is included
in testing processes and deployment change management. Several approaches to
interpretability could be included so that all stakeholders are able to interpret the
explanations given by the Al system (Prem, 2023). Especially in integrating the final
system into previous business processes, best practices of governance and auditability,
both manual and automated (Munoko et al., 2020) could be considered. The 8th
and 9th step, the long-term monitoring, evaluate the system. Here, goals set in the
first phase are to be evaluated, and the factual social and environmental impact can be
measured regarding beneficence and non-maleficence of the Al (Prem, 2023).

Effects by Gender, Age and Studies. While the challenges in integrating ethical
considerations into Al development are widespread, research has also highlighted
differences in ethical perceptions and behavior across various demographic groups.
These differences underscore the need for a nuanced and inclusive approach to
addressing ethical issues in Al Several studies have explored the role of gender in
ethical perceptions and behavior, particularly in the context of information tech-
nology and engineering. According to Ulman et al. (2019), men reported unethical
acts more frequently than women, although they did not view the importance
of IT ethics significantly differently from females. Stappenbelt (2013) found that
female engineering students evaluate themselves as acting in accordance with an
ethical code of conduct more than their male counterparts evaluate themselves.
Additionally, more female than male students believe that these codes of conduct
can always be abided by. Kreth et al. (2022) further found that male computing
students have lower social responsibility attitudes than female students, with a
greater gender-based gap than prevalent in other domains. The findings are less



Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

2.1 Literature Review

23

conclusive, while age and educational level may also influence ethical perceptions
and behavior. In a survey conducted by Ulman et al. (2019), minor differences
in self-reported IT ethics behavior were observed between age groups, but these
differences were not statistically significant. However, the differences between
degree years (e.g., undergraduate vs. graduate students) showed to be significant.
Similarly, both Almasri and Tahat (2018) and Harris (2000) found that students
later in their studies tend to have higher ethical IT intentions than freshmen order
undergraduates. The findings from both these studies go against the conclusion
of Schiff et al. (2020) or Cech (2014) that the further technical students are in their
study, the less they consider the social responsibility of their profession. Another
factor closely related to the educational level is the technical skills acquired: Ulman
et al. (2019) also found in their study that the computer skill level correlated with IT
ethics behavior.

2.1.6 Education for AI Ethics Literacy

Prem (2023) lists multiple measures to ensure ethical standards are followed. Aside
from the standards themselves and the technical approaches to implement them, one
cornerstone is decision-maker education. Without awareness of ethical difficulties
and possible mitigation methods, stakeholders cannot demand consideration of the
principles, nor can developers bring them into practice (Dominguez Figaredo and
Stoyanovich, 2023; Holstein et al., 2019). Thus, this knowledge is seen as motivation
for both sides to follow up on ethical principles. This chapter will give an overview
of the ethical aspects of technological education, especially AIEE. To do so, you
will read about educational frameworks and applied courses in the field. Further,
the empirical effects of these educational measures on professionals” and students’
attitudes and behaviors on (ethical) Al are outlined based on empirical examples.

Al Education. To comprehend Al Ethics Literacy, it is important to understand
technical Al literacy. While the first definition of Al literacy was the ability to
understand the basic techniques and concepts of Al (Kandlhofer et al., 2016), more
recent research includes understanding, applying, monitoring as well as critically
reflecting Al applications (Long and Magerko, 2020; Ng et al., 2021a,b). While un-
derstanding and applying Al may be sufficient for the public to deal with Al in their
everyday life, students in Al must understand Al on deeper levels for evaluation
and development. With the beginning of the Al literacy era, education on Al spread
from higher education in computer science into general classrooms and lecture halls
of other domains (Ng et al., 2023). This includes domains where Al systems can be
applied, such as engineering pedagogies and many more (Ng et al., 2021b, 2023;
Schiff et al., 2020; Exter and Ashby, 2019). To meet expectations from the industry,
these expert Al engineers are asked to be able to understand businesses, work
with data, build models, develop software, and deal with operations engineering
(Meesters et al., 2022). Especially occupationally, Verma et al. (2022) found that skills
in decision-making and data mining, as well as programming, statistics, and big
data, are most often asked for in AI and ML professionals.
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Al Ethics Education Approaches. Contrary to this, the industry does not demand
the developers to have certain attitudes, knowledge, or skills regarding ethical Al
(Meesters et al., 2022; Verma et al., 2022). Similarly, many competence frameworks
ignore professional ethics (Dutta et al., 2022). Still, some frameworks on the ability
to work and develop Al systems, like Al literacy frameworks, include Al ethics
(Laupichler et al., 2022; Knoth et al., 2024) or mention it comparably as responsible Al
(Dominguez Figaredo and Stoyanovich, 2023). Educators find themselves between
these different demands of 'scandals” in media, ethics as part of responsible Al
guidelines, industry demands, and teaching guidelines when teaching for Al ethics
literacy. Al ethics literacy itself does not yet have an established definition. Since Al
literacy aims at sufficient skills for understanding evaluation, usage, and creation
of Al (Kandlhofer et al., 2016), the authors of this thesis views AI Ethics Literacy as
having sufficient ethical skills in understanding, critical evaluation, and responsible
development of Al systems.

Many educational initiatives that educate aspects of ethical Al literacy are centered
around technology ethics, ethics of sociotechnical systems, philosophy of compu-
tational systems, or focus explicitly on Al ethics (Brown et al., 2024; Fiesler et al.,
2020; Stavrakakis et al., 2021). If ethics is taught in computational areas, ethics of Al
and data science are most prominent (Stavrakakis et al., 2021). Many universities
rely on a single ethics course to fulfill certification requirements for a rounded
education in STEM (Schiff et al., 2020), while others set up single modules or inte-
grated /embedded the ethical topics into technical courses or curricula (Brown et al.,
2024; Hess and Fore, 2018; Stavrakakis et al., 2021; Garrett et al., 2020). These course-
related integrations are relatively rare (Garrett et al., 2020) and are often within
courses on topics of Al, such as multi-agent systems, machine learning, or natural
language processing (Stavrakakis et al., 2021). (Hess and Fore, 2018) found that ethi-
cal courses for technical students are often set around three categories of learning
outcomes: 1) ethical sensitivity or awareness, 2) Ethical judgment, decision-making,
or imagination, and lastly, 3) Ethical courage, confidence, or commitment. Most of
the educational approaches they analyzed were aimed at the first two, while the
last was only used in a small part of the interventions. The main topics considered
are codes of ethics, philosophical theories, moral dilemmas, and case studies Hess
and Fore (2018). Certainly, argumentation and moral reasoning skills also stand
central to these courses (Stavrakakis et al., 2021; Hess and Fore, 2018). Many courses
introduce EAIPs via examples of automated ethical decision-making like predictive
policing, facial recognition, and autonomous weapon systems (Fiesler et al., 2020;
Garrett et al., 2020). Popular principles often referred to in teaching are lawfulness
and policies, especially considering privacy and surveillance issues (Fiesler et al.,
2020). Also, themes of inequality, justice, and human rights are popular topics
of tech ethics courses (Fiesler et al., 2020). When concerning Al especially, ethics
courses discuss fairness, discrimination, and bias within the realm of algorithmic
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Among multlple reviews on ethlcal tech educatlon phllosophlcal theories have been
identified to be used in most courses (Fiesler et al., 2020; Stavrakakis et al., 2021;
Hess and Fore, 2018; Brown et al., 2024), often as an introduction to the discipline of
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ethics (Fiesler et al., 2020). These interventions use different pedagogies to educate
their students: Aside from lectures as a method of exposure, students also actively
participate through debates, or development of heuristics, own case studies, or even
codes of ethics (Hess and Fore, 2018; Brown et al., 2024). Assignments often include
exams, essays, classroom participation, or presentations (Brown et al., 2024; Hess
and Fore, 2018; Stavrakakis et al., 2021). To consider that future AI developers might
visit other technology ethics courses, that contextually educate them on Al ethics
comparable to specific Al ethics courses, this thesis will use the terms of "technology
ethics” courses and "Al ethics’ courses interchangeably.

Al Ethics Education Outcomes. When the effects of these courses are evaluated,
impact evaluation has often been based on interviews, students’ term papers, or
feedback on the course (Brown et al., 2024). A considerable amount of research
investigated students’ interest in ethics, awareness of social or ethical issues, and
attitudes toward ethics using qualitative and quantitative measures (Hess and Fore,
2018; Stavrakakis et al., 2021).

Qualitatively, most qualitative approaches have been based on course evaluations,
observation and rarely on focus groups or homework analysis (Hess and Fore, 2018).
Still, many of the studies do not name the epistemological theories underlying their
analysis (Hess and Fore, 2018). Many studies map students’ post-class statements
to dilemmas between ethical principles (Skirpan et al., 2018) or differences in per-
sonal and professional ethics (Skirpan et al., 2018). Skirpan et al. (2018) validated a
five-week human-centered computing course with a pre-post survey on the effects
of embedded ethics modules. In their qualitative analysis of open-ended questions,
they found that the course led to an increase in perceived relevance for ethics in
future careers and an increase in ethical behavioral intention when designing a
system in a future job. Bullock et al. (2021) analyzed open-response data from 24
students and their lecturer about their experience of a course on ethics for predic-
tive algorithms. They found that students” responses differed between pre- and
post-class evaluations: students” negative responses were stronger regarding the
impact of predictive policing on society. The instructor stated that the module filled
an important gap in the course content. Fiesler et al. (2021) qualitatively analyzed
students” written feedback on an ethics course regarding personalized advertise-
ment and college admission algorithms. The authors identified that students were
engaged, especially regarding issues with direct examples, such as algorithmic
bias. Still, afterward, students equated ethics with plagiarism even though it was
not discussed in the course and showed low interest in theoretical explanations of
principles.

Quantitatively, many studies asked students about their perception of the interven-
tion or their civic duty (Hess and Fore, 2018; Kilkenny et al., 2022). A smaller section
of studies has included ethical reasoning instruments (Hess and Fore, 2018). These
instruments are used to assess an individual’s ability to reason through ethical
dilemmas and make ethical decisions. There are generic and engineering-specific
instruments in which participants navigate an ethical dilemma and to rank ethical
principles by importance (Rest et al., 1999; Borenstein et al., 2010). To validate
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the instrument, Borenstein et al. (2010) compared engineering students who took
courses on the ethics of technology with those who did not. The students with ethics
education showed significantly better skills in moral reasoning. Still, this effect was
mostly driven by only one of the three investigated courses. The authors see that
some ethics curricula are better than others for certain learning goals. Adding to
the instruments for generic and engineering ethics, Horton et al. (2022) developed
a scale considering general ethical attitudes in computer science students. They
measured it on integrated ethics lectures within a computer science course. They
compared students in the course with others from outside the intervention and
explicitly asked about ethical attitudes and interests. Both groups showed no initial
differences in scores in the first pre-measure, but students’ interests in ethics rose
significantly through the treatment. Still, Horton et al. (2022) see the threat that
students selected the courses by interest, which might have influenced the results.
Kilkenny et al. (2022) reviewed answers from students on civic duty based on ex-
periences from a service learning course in computer science. Service learning is a
method where students provide service to a community partner. The Likert scale
questions included items like ’I feel a personal obligation to help others’. The experi-
mental group indicated higher civic duty scores than students not participating in
the learning experience.

Also, multiple other studies investigated the effect of these integrated ethics ap-
proaches. An early example of assessment for computer ethics education is the
study by Byrne and Staehr (2004). They found a significant effect caused by four
ethics sessions integrated into a computer science course. Students from the course
showed significant increases in moral judgment compared to the control group
outside the course. Regarding Al, one literature pattern is integrating ethics into
introductory Al courses. Shih et al. (2021) dedicated a section of their three-week Al
program to ethics. They found that students showed greater awareness of ethical Al
problems throughout the course. They also found significant positive correlations
between Al understanding and Attitudes towards Al on one side and awareness of
ethical Al issues on the other. Kong et al. (2023a) found in their analysis of an Al
literacy course with parts on ethics that students early in their education have prob-
lems in comprehending ethical Al principles. In another study, Kong et al. (2023b)
found that integrated ethics in an Al literacy course can significantly increase levels
of self-assessed ethical awareness by university students. Their additional quali-
tative analysis after the course showed that participants used significantly more
ethical terminology, real-world examples, and references to ethical principles than
before the course. In 2012 already, Cramer and Toll (2012) found that a course on
algorithms and ethics of computing can increase students’ tendency to reevaluate
their technology usage. Mases et al. (2019) validated their full course on cyberethics
with a pre-post questionnaire asking about computer attitudes and ethical views
on cyber ethics. Additionally, they included dilemma-based behavioral measures
in homework assignments. Méses et al. (2019) did not find correlations between
attitudinal ratings on computer ethics and their ethical behavior in the homework
assignments, and see a possible connection to the TPB for this gap between at-
titude and behavior. Sadeghi et al. (2022) similarly taught their students about
cyberethics with a focus on security. They did not find differences in computational
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ethics behavior instilled by their participants playing a serious game. Also here,
the researchers reported a gap between attitude and behavior. McNamara et al.
(2018) implemented a very short intervention and verified that when developers
connect with real-world stories, it increases their ethical decision-making. Contrary
to their hypothesis, the developers in their study did not change their behavior
when having the ACM code of ethics at hand instead of the real world news article.
Mahmud et al. (2022) found that multiple other studies investigated the effects of
awareness of problematic aspects of algorithms. Awareness of problems that are
inherent to algorithms and direct experiences with them in education can increase
the negative attitudes on Al (Fenneman et al., 2021; Liu et al., 2019). The same also
holds for the trust in the systems, so that this is also decreased by these negative
experiences (Merritt and Ilgen, 2008). Still, to this point, to the author there are
no known studies that investigated ethics education on algorithm aversion and
algorithm appreciation of Al students.

Overall, analyzing the effects of ethics education for technical students has quite
a long history, emerging from engineering (Rest et al., 1999). Still, educational
interventions on Al and Al ethics are fairly new (Garrett et al., 2020). Many previous
studies found significant effects of ethical interventions, be it stand-alone courses
or ethics integrated into other computer science or ethics courses, to significantly
affect students’ interest in ethics, perceived relevance of ethics for future careers,
and their intended technology usage as well as their usage of ethical terminology
and their abilities in moral judgment (Skirpan et al., 2018; Garrett et al., 2020; Byrne
and Staehr, 2004; Kong et al., 2023b; Cramer and Toll, 2012). Still, issues occur with
students not being interested in theoretical aspects or unable to delineate ethical
issues clearly (Kong et al., 2023a). Additionally, certain interventions seem to be
more effective than others (Kong et al., 2023a; Borenstein et al., 2010) Especially the
effects of this education on Al students from a perspective of attitudes and behavior
have only been investigated in a minority of cases, such as by Méses et al. (2019).
The same research gap occurs for Al students” attitudes to "their” technology.

2.2 Hypotheses and Research Questions

Ethical Al guidelines are used as a measure when setting up systems that follow
ethics by design (Prem, 2023). Schiff et al. (2020) and Harding et al. (2013) found
that generally, technical and especially Al students do not have high levels of
ethical literacy from their education nor interest in them - especially regarding
questions on a societal level. If they consider these aspects, these students and their
fully educated counterparts focus on principles of reliability, security, and privacy
(Lu et al., 2022; Vakkuri et al., 2019b; Sanderson et al., 2022) with issues in actual
implementation (Hedayati-Mehdiabadi, 2022). Most technological, computational,
or Al ethics courses have shown positive results in raising awareness regarding Al
ethics (Fiesler et al., 2020; Hess and Fore, 2018; Stavrakakis et al., 2021; Brown et al.,
2024). Such courses often focused on concepts of privacy, fairness, and lawfulness
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(Fiesler et al., 2020; Garrett et al., 2020). While these interventions seem to have
effects on attitudes regarding the importance of Al ethics (Skirpan et al., 2018;
Shih et al., 2021), more research is needed to understand the effects on individual
principles as well as on behavior and the gap in between (Mases et al., 2019).

2.2.1 Hypotheses on Attitudes on Al

There is not much research on Al students” or Al developers’ attitudes towards
AL While the public has been considered in multiple studies (Kieslich et al., 2022;
Bernnat et al., 2023), both algorithm aversion and algorithm appreciation/bias
have been identified for users or laypeople (Lyell and Coiera, 2017; Burton et al.,
2020; Logg et al., 2019). Still, there is only a small amount of research on people
knowledgeable on Al (Center for Advanced Internet Studies, 2024; Mahmud et al.,
2022). Generally, these show some positive tendency towards accepting, trusting,
and using Al and identifying positive use cases for Al due to familiarity with the
systems (Mahmud et al., 2022). Through their education, Al students have even
higher familiarity and knowledge with Al systems. Additionally, they most often
selected the topic purposefully, to learn more on Al (Barretto et al., 2021). Still, the
effects of ethics education have not been investigated specifically. Ethics education
has been shown to make people more aware of the ethical problems of Al and
change their intention to use Al (Cramer and Toll, 2012). This adds to findings, that
negative experiences and knowledge of problematic aspects of automation go along
with aversion of these systems (Fenneman et al., 2021; Liu et al., 2019; Merritt and
Ilgen, 2008). To investigate this area for future developers, this thesis takes questions
from Kieslich et al. (2022) and the Center for Advanced Internet Studies (2024) and
investigates whether there are differences between Al students who took a course
on ethics and those who did not. For this, the variables of acceptance of Al, risk and
opportunity awareness, usage intention Al in their projects, and trust in Al are used.
It is hypothesized that more negative attitudes show itself among Al students, who
have been confronted with critical societal questions in technology ethics courses
(Schiff et al., 2020; Balebako et al., 2014; Vakkuri et al., 2019a). Referring back to the
specific variables, it is hypothesized that,

* H1: Al students who took a course on technology ethics accept Al less than
Al students who did not take such a course.

e H2: Al students who took a course on technology ethics show a greater
awareness of the risks of Al than Al students who did not take such a course.

* H3: Al students who took a course on technology ethics show a lower aware-
ness of the opportunities of Al than Al students who did not take such a
course.

¢ H4: Al students who took a course on technology ethics show a lower usage
intention for Al than Al students who did not take such a course.
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* Hb5: Al students who took a course on technology ethics show lower levels of
trust in AI than Al students who did not take such a course.

2.2.2 Hypotheses and Research Questions on Attitudes and Behavior
Regarding Ethical AI Principles

Next, it is hypothesized that students with ethical education have developed posi-
tive attitudes toward considering ethical questions in Al development. Since courses
on technology ethics often go beyond the typical focus on reliability and privacy
(Skirpan et al., 2018; Fiesler et al., 2020), a difference is assumed for importance
levels so that Al students give to different ethical Al principles. From this, it is
hypothesized that

* Hé6: Al students who took a course on technology ethics rate Ethical Al
Principles as more important than Al students who did not take such a course.

* H7: Al students who took a course on technology ethics give different attitudi-
nal priority to individual Ethical Al Principles compared to Al students who
did not take such a course.

While self-assessment questionnaires help to understand these attitudes, a more
nuanced approach is needed for behavioral measures. Whereas there are established
tools for moral judgment and decision-making among the public and engineers
(Rest et al., 1999; Borenstein et al., 2010), so far, there is no comparable instrument
for decision-making, especially for ethical AL. Thus, one solution to investigating
the decision-making of future developers is to observe them when working on a real
task. Al development often goes through many stages in the process and involves a
multitude of developers (Prem, 2023). To consider these different ethical decision
points (Prem, 2023) and perspectives, here a scenario is proposed, where Al students
discuss how to design an Al system in groups. This discussion behavior can then be
qualitatively analyzed and quantitatively mapped to understand the consideration
of ethical Al principles. For this behavioral measure, the same argument as for
attitudes is followed: Since ethical courses consider more and other ethical principles
than usually prevalent among Al professionals, it is hypothesized that, on a group
level, Al students with a background in ethics consider Al topics in their discussion
behavior more often than students without. Additionally, it is asked whether
diversified prioritization of ethical Al principles shows itself in behavior so that,
e.g., students who took ethical courses consider ethical principles differently in their
behavior than students without this educational background. I additionally set the
research questions on how this different prioritization shows itself.

* H8: Groups of Al students who all took a course on technology ethics consider
ethical Al principles more often than groups of students who all did not take
a course on ethics.
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* RQ1: Do Al students who took a course on technology ethics behaviorally
prioritize ethical Al Principles differently than Al students who did not take
such a course?

* RQ2 What are the differences in the behavioral consideration of ethical Al
principles between Al students who took a course on technology ethics and
those who did not?

Regarding the gap between attitudes and behavior, Mdses et al. (2019) identified a
missing correlation between ethical attitudes and ethical behavior regarding cyber
ethics and Sadeghi et al. (2022) tried to close this gap with a single intervention
without success. To investigate this for ethical Al development, this thesis asks
whether there is an ABG among future Al developers. Additionally, it is important to
ask whether there is a difference between Al students with and without experience
from technology ethics courses.

* RQ3: Is there an attitude-behavior gap in the prioritization of ethical Al
principles among Al students?

* RQ4: Are there differences between Al students who took a course on tech-
nology ethics and those who did not, with regard to an attitude behavior gap
in prioritization of ethical Al principles?
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Chapter 3

Methods

3.1 Overall Research Design

This experimental study combines hypothesis-based research with exploratory ques-
tions in a one-factor, two-level cross-sectional quasi-experimental subjects design.
The method section explains the practical implementation of the research design to
analyze the hypotheses and research questions on Al students” attitudes towards
Al and EAIP, behavior regarding EAIP, and their ABG. While the order of topics
as proposed in section 2.2 provides a good framework for a line of argumentation
regarding the research literature to date, the order of this chapter deviates from
this. The methods chapter first introduces the general research design and how
the topic of this thesis is investigated with two studies. Thus, the design of Study
1 for attitudes towards the importance of ethical Al principles and questions on
attitudes towards Al is introduced. Afterward, the exploratory study design on
discussion behavior is introduced for Study 2 (Figure 3.1). The questionnaire-based
Study 1 includes all participants (N = 98), while Study 2 has been conducted as a
mini focus group (Kamberelis and Dimitriadis, 2005) lab study with a subsample
(N = 48) of the first study (Figure 3.2. This means that participants of Study 2 also
participated in Study 1: First, they were part of the mini focus group (Study 2) and
then filled out the questionnaire (Study 1). Both samples differed in means on only 9
of 43 measured variables and are thereby sufficiently comparable. The split of both
studies allows for a thorough investigation of future developers” attitudes toward
Al ethics and an exploratory analysis of their ethical behavior in contrast to this.
The results of the correlational analysis are uploaded to this thesis’ project folder
(Ben Schultz, 2024) in the Open Science Framework (OSF). Due to the two differ-
ent studies, the both within the description of the sample as well as in the results
(chapter 4), the presented data refers to varying total response sizes (represented by
'n’). Additionally, means (M) and standard deviations (SDs) of demographics and
results are presented.
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StUdy 1 Attitudes Towards Al
n=98
Attitudes Towards
Ethical Al Principles
Study 2
n=48

Behavior regarding

Ethical Al Principles

Figure 3.1: Study 1 investigates Attitudes towards Al as well as Attitudes towards
Ethical Al Principles (EAIP). Study 2 also takes the latter into account and investigates
Behavior regarding Ethical Al Principles as well as a potential Attitude-Behavior-Gap
regarding the Ethical Al Principles.

Even though the order of this chapter is not in line with the procedural nor argu-
mentative order, it allows a better understanding of the sample and helps to discuss
the comparison of self-assessment and attitudes with behavior for an exploratory
investigation of the attitude-behavior-gap in ethical Al development. The Indepen-
dent Ethics Committee at Rheinisch-Westfélische Technische Aachen University
(RWTH Aachen University) reviewed and approved the study design under ID EK
23-339 (Ben Schultz, 2024).

3.1.1 Opverall Participation

Before participating, candidates had to confirm that they were enrolled in a study
program that included courses on data science, machine learning, and other topics
of Al. Additionally, participation requirements included being over 18 years old and
speaking English fluently on a level similar to or above B2. Two different groups
of students are compared with each other: Students in the experimental condition
have had educational experience with ethics of technology, data, Al or comparable
by taking a dedicated full-length course on the topic (n = 44). As a comparison, the
control group did not take such a course (n = 54). A small section of students from
the latter group heard something about technology ethics in their jobs or integrated
within technical courses at university (n = 28). Students who had taken a short
dedicated course on the topics (n = 3) or did not finish a full-length course (n =
4) have been considered for the group with a dedicated learning experience, even
though these individuals must be considered with caution. Whether the students
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had experience with such a course has been asked after investigating experimental
items. This order was selected to minimize socially desirable answers of participants
(Randall and Fernandes, 1991). Students who took a dedicated course on technology
ethics have been asked to indicate which course this has been. The largest group
of students (n = 32) had participated in the course ‘Ethics Technology and Data’
and four students had taken the seminar on ‘Social and Technological Change’.
Six had individually visited other courses. Only two participants visited courses
outside RWTH Aachen University: One had taken a course at another German
university, and one had a training at his company. The experimental group with
such education experience is termed by the previously introduced abbreviation
Al Ethics Education (AIEE) for the remainder of this thesis. The control group is
similarly termed no AI Ethics Education (nAIEE). In both studies, participants had
to be excluded. More on this will be discussed within the respective subsections
(subsection 3.2.2 and subsection 3.3.2). Students have been recruited via convenience
sampling. To achieve a balance between the conditions, the selection of recruitment
channels was an important decision point. Lecturers of 31 courses have been
contacted, of which 20 have been on technology ethics and comparable, to forward
the information to their students or allow for a two-minute presentation of the
study, at the beginning of their courses. Students did not receive benefits within
these courses for participating in the study. Aside from the recruitment via selected
courses, respective student councils and initiatives forwarded information on the
study to their members. Flyers have been placed and handed out in the IT faculty
building of RWTH Aachen University (Appendix A). Online platforms have been
used for spreading a digital flyer and a short informational text (Appendix A).
This includes instant messengers like whatsapp (WhatsApp LLC, 2024), telegram
(Durov, 2024), or discord (Discord Inc., 2024), as well as social networking systems
like linkedin.com (LinkedIn Ireland Unlimited Company, 2024) or studydrive.net
(Studydrive GmbH, 2024). In a signup procedure they could decide which study to
participate in (Appendix B). In case they participated in person, they could select
a free slot via the web service of meetergo (2024) After signup, students received
a confirmation mail for their future participation. Additionally, they received a
reminder mail one day in advance. In the mails, future participants have been
thanked for their interest in the study and received information on the location of
the lab with the possibility to cancel or reschedule (Appendix C).

For participation, students had the opportunity to enter a lottery on three cash prices
worth 200€ (100€, 50€, 50€) sent out after the study’s analysis. 102 participants signed
up for the lottery. The prize money was sent out after analysis of the study. The
recruitment process included snowball sampling. This means that participants who
recruited acquaintances received an additional lottery ticket for themselves as well
as for their recruitees. Coming with its own downsides, this sampling technique
aimed to achieve higher participation rates among the small population of students
with AIEE. These courses are usually smaller and have fewer students than general
technical courses (Fiesler et al., 2020; Hess and Fore, 2018).
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Figure 3.2: The study procedure: 54 participants only took the questionnaire of
Study 1. 48 participants additionally participated in the mini focus groups of Study
2. Study 1 investigates the explicit Attitudes towards Al Study 2 focuses on the
evaluation of Ethical Al Principles within questionnaires and the consideration of
Ethical Al Principles within the mini focus groups. Thereby it compares both in
regard to an Attitude-Behavior-Gap in Al Development

3.1.2 Overall Material

Al systems and their application can differ widely. In this study, participants should
gain a common understanding of Al, so that measures are comparable. Therefore, a
cover story in the form of a case study was given to participants at the beginning
of the study. The researcher introduced participants to the topic of Al in tax fraud
investigation with a 620-word text (as in Kieslich et al. (2022)). Participants read
about tax fraud in Germany, methods of tax fraudsters as well as tax authorities, the
general legal process and different potentials of Al in the area of fraud investigation.

3.2 Methods of Study 1: The Questionnaire

3.2.1 Research Design of Study 1

Study 1 was conducted using an online questionnaire within the software SoSci
Survey (Leiner, 2024). As with the research design of the overall thesis, individual
students were compared in terms of their participation in AIEE. They rated and
ranked EAIP by importance and indicated their attitudes towards Al. These in-
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cluded Acceptance of Al, Risk Awareness, Opportunity Awareness, Usage Intention
of Al, Trust in Al

3.2.2 Participation in Study 1

This subsection is meant to describe the recruitment as well as the sample of the
study by their demographics (Table 3.1) as well as their knowledge and interest
regarding Al and Al ethics (Table 4.1).

Participants were able to take part in the questionnaire in person or online. In
person, they could come to the lab and directly participate at one of the given
laptops. Online, they could use the link or QR code from the flyer to access the
questionnaire.

The overall sample for Study 1 consisted of 98 students emerging from 369 clicks on
the landing page. 23 participants had to be excluded from this study. 10 had little
experience with Al (below a threshold of 3.33 on a 7-point Likert scale, see subsec-
tion 3.2.4), 14 failed the attention checks on two items within the questionnaire (Not
selecting "...choose “completely against”.” when asked for it). 42 students have been in
the group with AIEE and 56 students have been in the control group with nAIEE.
3 students assigned themselves to the wrong condition and had to be reassigned
based on qualitative analysis of the alleged technology ethics courses. While the ma-
jority of students were from RWTH Aachen University (n = 94), only four came from
other Universities. 39 participants studied Computer Science/Computer Engineer-
ing/Computational Engineering. 6 students studied Data Science. 31 students came
from the group of students in Data Analytics and Decision Science/Computational
Social Systems. Another 22 students studied other fields s.a. “Automation’ (n = 3),
“Electrical Engineering’ (n = 4) or ‘Materials Engineering’/’Materials Data Science’
(n = 5). The studies have been measured in groupings to optimize participants
privacy. This turned out to have a negative effect on the analysis as written in
section 5.2. For the highest educational qualification, most students answered to have
a bachelor’s degree (n = 60) or A-levels (n = 20). A smaller section of students
previously achieved a master’s degree (n = 16). Only one had a specialist degree
and one did not want to answer. The age range of students was measured within
categories. Ten students indicated be between 18 and 21 years old. 40 have been
in the category from 22 to 25 years, and 44 in the one from 26 to 30 years. Only
4 stated to be older than 30. 29 identified their gender as female, 64 as male and
two as diverse. Three students did not indicate their gender. The percentage of
female students in the sample was approximately 30% and comparable with the
international average of females working in AI (Pal et al., 2023).

7

For compensation, in addition to the lottery ticket, students had the opportunity to
receive 1 participation hour for their accreditation within their studies if needed.
16 students selected this option. If they did not and if they participated in this
study in the lab, they had been eligible for additional compensation with 10€ cash
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Table 3.1: Study 1 sample demographics, split by conditions of AI Ethics Education
(AIEE) and no Al Ethics Education (nAIEE) for the university they are in, the studies
they are enrolled in, their previous educational qualification, their age, and gender.

Variable Characteristics AIEE nAIEE Sum
n % n % n %
University RWTH Aachen University 41 41.84 53 54.08 94 9592

Other Universities 1 102 3 306 4 408
Studies Computer Sc./Eng. 7 714 32 3265 39 39.80
Data Science 4 408 2 204 6 612
DADS / CSS 27 2755 4 408 31 31.63
Other 4 408 18 1837 22 2245
Educat. A-levels 1 102 19 1939 20 2041
Qual.
Bachelor’s degree 28 2857 32 3265 60 61.22
Master’s degree 121224 4 408 16 1633
Specialist degree 0 000 1 102 1 1.02
No answer 0 000 1 102 1 1.02
Age 18-21 years 3 306 7 714 10 10.20
22-25 years 11 11.22 29 2959 40 40.82
26-30 years 24 2449 20 2041 44 4490
> 30 years 4 408 0 000 4 408
Gender Female 14 1429 15 1531 29 29.59
Male 24 2449 40 4082 64 6531
Diverse 2 204 0 000 2 204
No answer 2 204 1 102 3 306
Total 42 41.16 56 54.88 98 100

Note. Abbreviations are: Educat. Qual. = Educational Qualification, Univ. = University,
Sc. = Science, Eng. = Engineering, DADS = Data Analytics and Decision Science, CSS =
Computational Social Systems

(n = 51). The latter compensation was given out only to participants in person,
due to both the benefit of a standardized procedure in the lab and bureaucratic
reasons for money handling at RWTH Aachen University. This differentiation was
considered and accepted by the ethics committee. All personalized information on
compensation has been stored separately from the experimental data and cannot be
merged without significant effort.

3.2.3 Procedure and Materials of Study 1

The questionnaires for Study 1 were conducted both online and in the lab. In the lab,
participants either booked a slot or came by spontaneously. At the beginning of the
questionnaire study (Appendix D), participants were informed about the context
and procedure of the study. Aside from the summary of terms of participation,
they could open and download a more detailed and elaborated version. After
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accepting the terms of participation and declaring the fulfilment of participation
criteria, participants received an anonymous random code. This code could be
noted down and sent to the researchers to request the deletion of the data. After this,
participants have been informed that the study begins and read the use case of Al
in tax fraud detection. Following this, they are asked to imagine being in the role of
developers within the financial tax fraud investigation office. Next, they introduced
the set of nine EAIPs, which are termed “design principles’ in the material so that
participants do not know about the investigation of ethicality upfront (Gino et al.,
2009). The text explained that these principles usually have to be weighed against
each other to come to decisions within an AI development process. The principles
are introduced with a brief description that fits the topic of the cover study of Al
in tax fraud investigation (see Table 3.2) as done by Kieslich et al. (2022). These
principles are adapted from the framework of Rao et al. (2021) for the simulation of
an industrial work environment for which this framework of principles has been
developed. Additionally, the EAIP set covers a wide range of aspects that need to
be considered during a working project. Aside from aspects typical to discussions
of ethics in Al like fairness, human agency, interpretability, benevolence (beneficial
Al) and malevolence (safety) or accountability and data privacy (Prem, 2023), it
also considers reliability and lawfulness. This wide range is especially helpful for
a scientific comparison of the attitudes towards with behavioral consideration of
different aspects that come up during development. Descriptions are adapted from
the study by Kieslich et al. (2022) and the framework from Rao et al. (2021) and
verified for proper formulation by a professor and a post-doc at an applied ethics
chair.

After time for reading the EAIP, participants began to fill out the scales. They rated
and ranked the EAIP and gave insights into their attitudes towards Al in regard
to their Acceptance of Al, Risk Awareness of Al, Opportunity Awareness of Al, Usage
Intention, Trust in Al as well as. Questions on knowledge and interest regarding
Al and Al ethics followed this to investigate the general difference between the
conditions. Lastly, they answered the demographic questions. To conclude, partici-
pants read a debriefing, which indicated that the study intended to investigate the
effects of ethics education on their evaluations. This fact has not been disclosed nor
indicated until this point to minimize participants acting in a socially desirable way
(Randall and Fernandes, 1991). The participants were thanked for their participation
and received their compensation. If they decided on monetary compensation, they
signed a receipt.

3.24 Measurements & Method of Analysis of Study 1

As the first step of the questionnaire, participants gave a Rating of how important
they find each EAIP (Table 3.2) to be (7 point-Likert-scale, 1 = not important at all, 7
= very important). Rating reached a close to acceptable reliability mean index (M =
5.904; SD = .129; a = .614).
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Table 3.2: Ethical Al Principles with a description written within the use case of Al
in tax fraud investigation.

Ethical Al Principles*  Description**

Interpretability Explanation of the decision:

(Explainability, Each/any person concerned is explained in a generally
Transparency, understandable way why the system has classified
Provability) him/her as a potential tax fraudster.

Reliability, = Robust- Reliable and secure tax fraud detection:

ness, Security

Accountability

Data privacy

Lawfulness and com-
pliance

Beneficial Al

Safety

Human agency

Fairness

The automated identification of tax fraud by the
computer system works consistently almost without
errors, even in edge cases. It utilizes advanced security
measures against hacker attacks and is always kept up
to date with the latest security technology.

Full responsibility with the tax authority:

Should the automated tax investigation system lead

to false accusations, the responsible tax authority bears
full responsibility for any damage incurred.

Use of data for a specific purpose only:

Only the necessary data is used by the automated tax
investigation system. Any other use of the considered
data is excluded.

Adherence to legal and regulatory requirements:

All stakeholders involved in the design and
implementation of the algorithmic tax fraud detection
system strictly comply with the law and relevant
regulatory regimes. They ensure that the tax fraud
detection systems’ procedures and decisions are lawful
and in accordance with established guidelines.
Promoting the common good:

Both the process of development and the tax fraud
detection system itself consider the common good of the
society for safeguarding economic resources in an open,
cooperative and sustainable way:.

Preservation of human well-being:

The algorithmic tax fraud detection system prioritizes
(physical and psychological) safety of accused tax
fraudsters throughout its operational lifespan, ensuring
that it does not compromise their well-being until they
are found guilty.

Appropriate human intervention:

The degree of human intervention required in the
identification of tax fraud is dictated by the seriousness
of ethical risks associated with the individual accusation.
No systematic discrimination:

No individuals (or groups) are systematically
disadvantaged by the automated tax investigation.

Note. The set and description have been verified by a professor and a postdoc in applied

ethics.

*The Ethical Al Principles have been framed as "Design Principles" in the study material to
lower social desirability bias. EAIP taken from Rao et al. (2021)
**Descriptions adapted by Kieslich et al. (2022)
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Next, participants Ranked the EAIP by importance on ranks from ‘1 = most im-
portant” to 9 = least important’. For both Rating of EAIP and Ranking of EAIP,
they received the table with description on EAIP underneath the questionnaire
interaction. Following, participants provided insights on their attitudes on Al The
set of questions is adapted from Kieslich et al. (2022).

For Acceptance of Al, participants stated whether they are rather for or against the
use of Al in 12 different domains (e.g. financial institutions, court, health care, ...)
on a 5-point Likert scale (1 = completey against, 5 = completely in favor; No 6 =
answer). The scale was adapted and translated from DoSenovi¢ et al. (2022) and
achieved an acceptable reliability mean index (M = 3.586; SD = .530; o = .798).

For Risk Awareness of Al, participants were asked to answer ‘Completely independent
of how big you think a possible benefit is, how great do you think is the risk posed
by artificial intelligence?’. They were able to give their attitude ‘for themselves’, *
for their friends and family” as well as “for the whole society” on a 10-point Likert
scale (1 = 'no risk at all’ to 10 = "very high risk’). The scale was taken from Kieslich
et al. (2022) who adapted it from Liu and Priest (2009). It received an acceptable
reliability mean index (M = 5.648; SD = 1.039; o = .787).

Comparably, for Opportunity Awareness of Al, participants were asked to answer
‘Completely independent of how big you think a possible risk is, how great do you
think is the benefit posed by artificial intelligence?’. They could answer on their
attitude “for themselves,” ‘for their friends and family’, and “for the whole society’
on a 10-point Likert scale (1 = 'no opportunity at all” to 10 = "very high opportunity”).
The scale was taken from Kieslich et al. (2022) who adapted it from Liu and Priest
(2009). It received an acceptable reliability mean index (M = 7.614; SD = .15; a =
.801).

For Usage Intention of Al, the researcher included a translated version of the mea-
surement by DoSenovic et al. (2022). It consists of 7 items in a 5-point Likert scale
(1 = does not apply at all to 5 = applies completely, 6 = No Answer) asking for
applicability of statements like ‘I will always try to use the advantages of Artificial
Intelligence.” or ‘I will stay away from artificial intelligence wherever possible.’.
The original version of the scale led to a low-reliability index mean (M = 3.725; SD =
.258; o = .577). After the exclusion of two items (items 5 and 7), the advanced 5-item
scale had an acceptable reliability mean index (M = 3.820; SD = .287; a = .709).

Trust in Al has been measured with a 12-item, 7-point Likert scale (1 =notatallto 7 =
extremely) from the Checklist for Trust between People and Automation (Jian et al.,
2000) adapted to Al by replacing "they system” with "Al". Participants answered,
"Please mark the point which best describes your feeling or your impression.” for
items like ‘Al provides security.” or ‘I am confident in AL’. Overall, the scale includes
items both from literature on human-to-human trust and items on human-machine
trust. The researcher calculated an acceptable reliability mean index (M = 4.15; SD =
343; o = .724).
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Additionally, participants answered a scale Responsibility attribution for actions of Al
This possible independent variable is interesting for further investigation of the
principle of Accountability and developers’ self-perceived role in the Al development
process but does not fit the focus of this report on developers” attitudes towards Al
and EAIP. Thus, the variable is excluded from further analysis.

Additionally, four measures were taken to explore general group differences re-
garding their knowledge and interest in both Al and Al ethics. This was initially
planned to investigate potential covariate-effects.

Knowledge on AI might affect the consideration of EAIP and evaluation of Al (Boren-
stein et al., 2010). Thus, the adjusted three-item Al steps knowledge subscale by
Pinski and Benlian (2023) has been utilized for this. It is a self-assessment 7-point
Likert scale (1 = strongly disagree to 7 = strongly agree) for items like 'l have knowl-
edge of the input data requirements for Al’. The reliability mean index of the scale
was good (M =5.13; SD = .004; o = .805).

Interest in Al has been one factor in the studies by Shih et al. (2021) and Cramer and
Toll (2012). In this study, the four-item 5-point Likert scale for Interest in Al from
Kieslich et al. (2022) (1 = does not apply to 5 = applies completely) was enriched
with two items for students in Al (e.g. ‘In my studies, I take great interest in courses
on artificial intelligence.”). The reliability mean index of the scale was good (M =
3.981; SD = .052; o = .846) within the study at hand.

Knowledge on Al ethics can be considered as a possible outcome of education in
Al ethics (Kasinidou et al., 2021) but might also influence evaluation and usage
of EAIP as well as attitudes on Al (Skirpan et al., 2018; Méses et al., 2019). To
verify the correlation of course experience with knowledge of EAIP, a scale from
Kasinidou et al. (2021) has been adapted to the 9 EAIP used within this study. It
is a self-assessment 5-point Likert scale for the question ‘Please think about how
knowledgeable you were before participating in this study’ (1 = not at all, 5 = very
knowledgeable). Underneath the scale, the description of principles was listed in
Table 3.2. A good reliability mean index has been calculated for this scale (M = 3.346;
SD = .170; o = .822).

Interest in Al ethics has been measured as well. Certainly, this interest in a topic can
lead to better learning outcomes (Schiefele, 1992). At the same time, it could be a
reason for students who show general interest to form strong attitudes on the topics
as well as to behave differently; even without dedication to education on the topics.
For this reason, we added an ad hoc four-item 7-point Likert scale (1 = not at all to 7
= completely) on the agreement of participants to statements like ‘I enjoy discussing
how technology affects society.” or ‘I am interested in ethics of technology, data,
algorithmic systems or autonomous systems.”. The scale showed to have a good
reliability mean index (M = 5.894; SD = .016; a = .793). Still, the interest in a topic, as
well as the knowledge, can also rise due to exposure to it (Horton et al., 2022).

Additionally, participants answered measures on Length of Engagement With Al,
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Exposure to Al Development as well as Intention to Work in Al out of the scope of
this thesis. They also provided insights on the Attended Al Ethics Course and Last
Time a Technology Ethics Course Was Visited and their Position in the Political Spectrum.
In future, these insights can be used in future deeper and further analysis of the
sample, especially after additional recruitment for a larger group of AIEE students.
For this, study, the selected variables were sufficient to answer the aim of the study.
All questions, including the excluded ones, are listed within the questionnaire that
students received in Appendix D. While the appendix allows insights into the study
material (Appendix D), different versions of the material can be found in the Open
Science Framework (OSF) in Ben Schultz (2024).

All scales were presented to the participants in the order outlined above. Items
within all scales for independent variables have been randomized. An a priori
power analysis was conducted using G*Power 3.1.9.7 (Faul et al., 2020) to determine
the sample size required to detect a large effect size (f = 0.4) with 80% power to run
a one-way ANOVA’s with the two conditions using an « of .05. The required sample
size was 84 participants (power = .9518269). The final sample of 98 participants was
sufficient to achieve the desired power Appendix E.

3.3 Methods of Study 2: The Mini Focus Group

3.3.1 Research Design of Study 2

Study 2 aims to exploratively investigate the ethical behavior of students in a
discussion environment and compare them with the attitudinal ratings and rankings
on EAIP from Study 1. Semi-structured mini focus groups have been set up to
simulate a kick-off meeting of a development team. Each mini focus group only
consisted of participants from the same condition. So, there were AIEE groups
and nAIEE groups. Contrary to Study 1, Study 2 explored behavior both on an
individual and on a group level: On a group level, discussion statements have been
considered. On the individual level, individually written statements on the most
significant challenges of Al development have been analyzed. This section of the
thesis describes the sample of Study 2, the procedure followed, and the materials
used, as well as the measurements and analysis methods.

3.3.2 Participation in Study 2

The sample for study 2 consisted of 48 students emerging out of 117 clicks on the
sign-up landing page. Both conditions consisted of 24 participants. Four additional
participants had to be excluded from the mini focus group study due to too little
knowledge of AI (n = 2) or a mixed group constellation of AIEE and nAIEE (n =
2). Four more (n = 4) failed the attention check in the questionnaire on Attitudes
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Toward AL Still, since they neither showed outlying behavior within the mini focus
group nor gave outlying ratings or rankings of EAIP, they have been included in
Study 2 and for measurements on ABG. This resulted in 15 mini focus groups, with
seven groups in the condition of AIEE and eight groups in the control sample of
nAIEE. While the first one was conducted as a trial run, four mini focus groups had
been excluded due to the exclusion of one of their participants each (Groups #1,
#5, #12, #15). The group size ranged from two to four participants (M = 2.875, SD
= 1.0246). The length of sessions ranged from 30:15 minutes to 00:55 minutes M =
40:01 minutes, SD = 07:17 minutes).

All 48 participants of study 2 (Table 3.3) came from RWTH Aachen University. 17
participants studied Computer Science/Computer Engineering/Computational
Engineering. Two students studied Data Science. 12 students came from the group
of students in Data Analytics and Decision Science/Computational Social Systems.
Another seven students came from individual other studies s.a. “Automation” or
‘Materials Engineering’. For Highest Educational Qualification, most students had
a bachelor’s degree (n = 31) or came from school (n = 10). A smaller section of
students previously received a master’s degree (1 = 5) or are masters of crafts (n
=2). The Age range of students was measured within categories. Three students
indicated be between 18 and 21 years old. 16 have been in the category from 22 to
25 years, and 28 in the one from 26 to 30 years. Only one person stated to be older
than 30. 16 identified as female, 31 as male and one as diverse. The percentage of
female students in the sample was 33.3% and is comparable with the international
average of 30% females working in Al as reported by Pal et al. (2023).

As for Study 1, students who participated in Study 2 had the opportunity to enter
a lottery and to decide between compensation of cash or participation hours. As
they participated in Study 1 and Study 2 together, they received either 20€ or 2
participation hours. 16 students decided for participation hours for curriculum, 27
for cash compensation. As in Study 1, participants gave their contact information
for the lottery as well as participation hours. All this personalized information
has been stored separately from the experimental data and cannot be merged for
privacy reasons. The recruitment was similar, focusing on the universities in Aachen
and respective lecturers and university buildings. Still, a few students (n = 9) have
been recruited outside Aachen for three mini focus groups via the video calling
software Zoom ("Zoom Video Communications, Inc.”, 2024) and received their
compensation in person in an arranged meeting after participation. Differences
between online and offline participation cannot be reliably investigated due to
the small sample size of students online. To establish groups split by conditions
during sign up, participants have been asked to select courses/topics they had
taken in their educational past. This list of 37 classes/topics on Al based on courses
from the RWTH Aachen University module list included six that fit into the area
of AIEE especially like e.g. ‘Ethics, Technology, and Data’, ‘Ethics of Artificial
Intelligence and Robotics” or ‘Privacy Enhancing Technologies for Data Science’.
This splitting procedure pre-sign up is shown in Appendix B. Within this procedure,
the webservice of meetergo (2024) was integrated and linked for participant signup
and management (section B.2). The participants selected a date and signed up for it,
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Table 3.3: Study 2 sample demographics, split by conditions of AI Ethics Education
(AIEE) and no Al Ethics Education (nAIEE) for the university they are in, the studies
they are enrolled in, their previous educational qualification, their age, and gender.

Variable Characteristics AIEE nAIEE Sum
n % n % n %
University RWTH Aachen University 24 50 24 50 48 100

Studies Computer Sc./Eng. 2 417 15 3125 17 3542
Data Science 2 417 0 000 2 417
DADS / CSS 18 3750 4 833 22 4583
Other 2 417 5 1042 7 1458
Educat: 4 Jevels 1 208 9 1875 10 20.83
Qual.
Bachelor’s degree 19 3958 12 25.00 31 64.58
Master’s degree 4 833 1 208 5 1042
Specialist degree 0 000 2 417 2 417
Age 18-21 years 0 000 3 625 3 625
22-25 years 8 1667 8 16.67 16 33.33
26-30 years 15 3125 13 27.08 28 58.33
> 30 years 1 208 0 000 1 208
Gender Female 9 1875 7 1458 16 3333
Male 14 2917 17 3542 31 6458
Diverse 1 208 0 000 1 208
Total 24 50 24 50 48 100

Note. Abbreviations are: Educat. Qual. = Educational Qualification, Univ. = University,
Sc. = Science, Eng. = Engineering, DADS = Data Analytics and Decision Science, CSS =
Computational Social Systems

following the procedure described in subsection 3.1.1.

3.3.3 Procedure & Materials of Study 2

This subsection will elaborate on the procedure and materials used in Study 2.

After arrival, participants were greeted by the researcher and introduced to the
study procedure as shown on Figure 3.2. Similar to Study 1, participants read and
confirmed the participation requirements. The participants had time to read the case
study on Al in Tax Fraud Investigation as well as into an Al development process
framework. This framework is adapted from Rao et al. (2021). It is used to frame
the mini focus group as a design discussion and to keep participants involved in the
upcoming discussion. The participants also had the opportunity to know how far
the discussion had gone and what was still to be discussed. Participants received
these pages as well as the following questions in the form of a mini focus group
guidebook (The researchers version can be found in Appendix F while the version
for participants is uploaded in Ben Schultz (2024)).
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There was time to answer questions, and the researcher started the mini focus
group, introducing himself and his reason for being involved with Al Participants
have been asked to follow up with an introduction to create a comfortable, friendly
environment. Participants consented to the audio recording of the following part:
the researcher started the recording and began with the first question regarding
the general understanding of the use case: “What is your understanding of tax
fraud detection systems and their technical complexities?”. He followed up with
a question on how participants would approach data collection and algorithm
selection. Participants were asked what they’d consider for rollout and integration
into previous processes, as well as how they’d be measuring performance and the
overall impact of the system. Afterward, they were asked to note in the guidebook
and share what they considered to be the three most significant challenges when
creating a good tax fraud detection system. As an ending question, participants
followed up with some advice they’d give to one of the managers overseeing a
development project for Al in tax fraud detection. Questions have been framed
to minimize anchoring on ethical questions. The researcher guided the group
through the discussion, aiming for a fair share of contributions, and took notes in
the mini focus group protocol template Appendix F. The discussion of the mini
focus group took between 28 minutes to 55 minutes (M = 39min, SD = 8min). The
researcher thanked each participant for their input and referred the participants to
the laptops, to follow up with Study 1. After finishing the steps of the questionnaire,
participants were debriefed and informed about deception, that the reason for this
study was the focus on ethical attitudes as well as ethical behavior. Before receiving
their compensation, they had time to ask questions for deeper understanding. The
combined procedure of study 1 and study 2 together took around 90 minutes.

3.3.4 Measurements & Method of Analysis of Study 2

Study 2 is concerned with the ethical behavior of future developers. Since the devel-
opment of a real Al system might last for multiple months or years, a simulation of
a working environment is one way to make this investigation scientifically feasible.
Thereby, this study setup aimed to simulate a kickoff meeting of an Al development
team coming together to discuss their upcoming project. To measure the behavior of
participants, the mini focus group discussions have been transcribed and statements
have been deductively coded onto the EAIP Table 3.2 via qualitative content analysis
(Pearse, 2019). One exemplary transcript from each homogenous AIEE and nAIEE
group can be found in Appendix G. The transcripts of all groups are uploaded to
Ben Schultz (2024). The length of a statement considered in coding is defined by
the length of a person speaking about one topic. If this topic matches the topic or
subtopic of an EAIP as described in subsection 2.1.2, a counter is added to a list of
considerations for each EAIP. If the statements refer to multiple principles at one
time, the statement has been counted for each principle individually. If another par-
ticipants refers to the same argument, another counter is added, indicating a higher
relevance of the topic due to multi-participant consideration. Other themes and
new emerging codes have not been taken into account due to the focus of the study
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on the EAIP in Rao et al. (2021). It has to be noted that the codings are interpretive
and influenced by the author’s expertise in the areas of computer science, as well as
ethics and their interpretation of the EAIPS (Rao et al., 2021). Due to the scope of
this thesis on, this has been conducted on a group level (Limitations are discussed
in section 5.2). Additionally, the researcher deductively coded the written list of the
three most significant challenges when creating an Al tax fraud detection system
onto the EAIP.

Participants were only introduced to the EAIP in the form of “Design Principles”
after the discussion, unaware of the principles” importance for the mini focus
group. Together, both group and individual investigations allow for explorative
insights into the ethical behavior in normatively driven development group settings
and the developers themselves. For analysis regarding the ABG, the top three
ranked EAIP from the questionnaire are compared with the coded EAIP from the
written statements on the three most significant challenges. The rankings and
statements are counted as either mentioned or not mentioned as an ordinal value. Each
EAIP is investigated individually between and within the samples. The approach
is elaborated on with more detail in section 4.4 due to decision-making in the
procedure of data analysis.

The a priori power analysis for Study 2 was conducted to determine the sample size
required to detect a large effect size (w = .5) with 80% power to run a Cramers V on
the correlation between attitude and behavior over groups using an « of .05. The
required sample size was 39 participants (power = .8074304). The final sample of 48
participants was sufficient to achieve the desired power. (Appendix E)

3.4 Overview on Methods

This study employed a mixed-methods approach combining quantitative and qual-
itative data collection through two interconnected studies. Study 1 utilized an
online questionnaire to assess participants” attitudes towards Al and EAIPs, while
Study 2 involved mini focus groups to explore ethical behavior in Al development
discussions. The sample consisted of 98 students for Study 1, with a subset of 48 par-
ticipating in Study 2. Participants were primarily from RWTH Aachen University,
studying computer science, data science, and related fields with experience in AL
The sample was divided into two groups: those with Al ethics education experience
(AIEE) and those without (nAIEE). In Study 1, participants rated and ranked the
importance of nine EAIPs and completed questionnaires on Al attitudes, including
acceptance, risk awareness, opportunity awareness, usage intention, and trust. The
study also collected demographic information and assessed participants” knowledge
and interest in Al ethics. Study 2 simulated a kickoff meeting for an Al development
project focused on tax fraud detection. Participants engaged in group discussions,
which were audio-recorded and later coded using the EAIPs framework. They also
individually wrote down the three most significant challenges in creating an Al tax
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fraud detection system. The research design allowed for comparison between AIEE
and nAIEE groups, as well as exploration of the ABG in ethical Al development.
Data analysis involved both quantitative methods for the questionnaire responses
and qualitative coding of discussion statements and written challenges.
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Chapter 4

Results

This chapter presents the studies’ results for hypotheses and research questions.
First, as check for general influence of AIEE, the results on the measures of knowl-
edge and interest in Al and Al ethics are presented. Secondly, the Al students’
attitudes on Al are investigated inferentially. Afterward, the results for attitudes
toward ethical Al principles are described, and inferential statistics are explained.
The qualitative results of focus group behavior are shown and quantified. After-
ward, the differences between students with and without education in technology
ethics are investigated. This is followed by an analysis of the attitude-behavior gap.
As in the methods section, due to the two different studies, the results presented
have varying total response sizes (represented by "N’ for the whole response size
and 'n’ for a subsize). Additionally, means (M) and standard deviations (SD) are
presented. Significance is assumed below a threshold value of p = 0.05 sufficient for
the research topic (Andrade, 2019). Effect sizes are reported to indicate the magni-
tude of the effects, respectively. The hypotheses are approached with individual
statistical methods to account for the specific circumstances of each measure. These
decisions are explained in the corresponding chapter. Overall, there has been no
opportunity to conduct a one-way ANOVA, due to missing normality in the data.
The calculations are uploaded to Ben Schultz (2024). Statistical analysis has been
conducted with SPSS (IBM Corp., 2021).

4.1 Results on Interest and Knowledge

In the questionnaire, answered on how much they know and how much they
are interested in both Al and Al ethics. These variables have been analyzed for
description of the two-group samples.

There have only been significant differences between the groups for knowledge
on and interest in Al ethics, thus being described at this point. Students who did
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Table 4.1: Differences between groups of Al students who had Al ethics education
(AIEE) and students who did not (nAIEE) regarding their Knowledge on Al and on
Al ethics as well as their interest in Al and Al ethics.

Variable AIEE nAIEE Inferential Statistics
M SD M SD  t(96) p A
Sample of Study 1 (N = 98?)
Knowledge on Al 5.4 795 535 942 298 383
Interest in Al 4131 530 4.012 .698 923 179
Knowledge on Al ethics 3.706 .543 3226 .695 3.708 .001**** .695
Interest in Al ethics 6.304 .746 5563 1.043 3.914 .001**** 711
Sample of Study 2 (N = 48P)
Knowledge on Al 5.5 7986 5.278 .7965 965 .17
Interest in Al 4243 494 4.042 525 1.368 .089
Knowledge on Al ethics 3.880 .512 3356 .742 2.848 .003 742
Interest in Al ethics 6.594 520 5.531 .851 5.218 .001**** 851

Note. n = sample size, M = Mean, SD = Standard Deviation, ¢ = students t,
p**** <1, A = Glass’s delta,

2 n of AIEE =42, n of nAIEE = 56,

b 4 of AIEE = 24, n of nAIEE = 24.

take a technology ethics course before (n = 42, M = 5.4, SD = .795) and students
who did not (n = 56, M = 5.35, SD = .942), did not significantly differed in their
self-assessments on Al knowledge. (£(96) = .298, p = .383). Students who did take
a technology ethics course before (n =42, M = 6.304, SD = .746) gave significantly
higher self assessments on their interest on ethics of Al (#(96) = 3.914, <.001, Glass’s
A= 0.711) than who did not (n = 56, M = 5.563, SD = 1.043). Students who did
take a technology ethics course before (n = 42, M = 4.131, SD = .53) and students
who did not (n = 56, M = 4.012, SD = .698), did not significantly differ in their
self-assessments on Interest in AI (£(96) = .923, p = .179). Students who did take a
technology ethics course before (n = 42, M = 3.706, SD = .543) gave significantly
higher self assessments on their knowledge on EAIPs (#(96) = 3.708, <.001, Glass’s
A= 0.691) than who did not (n = 56, M = 3.226, SD = .695).

Also, within the subsample that took study 2 there have been significant differences
between the groups of students who did have and did not have education on
technology ethics before regarding their knowledge on Al ethics (£(46) = 2.848, <
.003, Glass’s A= 0.742) as well as interest in Al ethics (£(46) = 5.218, <.001, Glass’s
A= 0.851).

4.2 Results on Attitudes towards on Al

All results on general attitudes towards Al are calculated by running a Welch’s
t-test to compare the ratings of students who took a technology ethics course with
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Table 4.2: H1-H5 results. Differences between students with AIEE and nAIEE on
Attitudes towards Al

Variable (fiEfz) (ZAZH;E) Inferential Statistics.
M SD M SD t a- p A
Acceptance of Al 3567 590 3.637 542 -605 96 273
Risk Awareness 5746 175 5548 1.872 534 96 .297
Opportunity Awareness 7.698 1459 7.702 1.404 -014 96 .495
Usage Intention 3756 721 3881 .783 -811 96 .21
Trust in Al 4137 781 4.232 600 -.683 96 .248

Note. M = Mean, SD = Standard Deviation, t = students t, df = degrees of freedom, p* < .05,
p** <.025, p*** < .01, A = Glass’s delta.

those who did not. The data was non-normal, the variances showed to be non-
homogeneous, and standard deviations differed ( < .05). This led to the decision
to use a Welch'’s t-test with an effect size analysis of Glass’s A to account for these
deviations from requirements for a regular student t-test and different sample sizes
(Delacre et al., 2017). Results are displayed in Table 4.2.

H1. Regarding the ratings on Acceptance of Al, there was no significant difference
between the two groups of students with (N =42, M = 3.567, SD = .590) and without
(N =56, M =3.637, SD = .542) education on technology ethics (#(96) = -.605, p = .273).
The students gave positive ratings on the scale.

H2. Regarding the ratings on Risk Awareness, there was no significant difference
between the two groups of students with (N =42, M = 5.746, SD = 1.75) and without
(N =56, M =5.548, SD =1.872) education on technology ethics (t(96) = .534, p = .297).
The students gave ratings in the mid-range of the scale.

H3. Regarding the ratings on Opportunity Awareness, there was no significant dif-
ference between the two groups of students with (N =42, M = 7.698, SD = 1.459)
and without (N =56, M =7.702, SD = 1.404) education on technology ethics (t(96) =
-.014, p = .495). The students gave ratings in the positive range of the scale.

H4. Regarding the ratings on Usage Intention of Al, there was no significant difference
between the two groups of students with (N =42, M = 3.756, SD = .721) and without
(N =56, M =3.881, SD = .783) education on technology ethics (t(96) = -.811, p = .210).
The students gave ratings in the positive range of the scale.

H5. Regarding the ratings on Trust in Al, including aspects of human-to-human
and human-to-machine trust, there was no significant difference between the two
groups of students with (N =42, M = 4.137, SD = .781) and without (N =56, M =
4.232, SD = .6) education on technology ethics (£(96) = -.683, p = .248). The students
gave ratings in the positive mid-range of the scale.
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Table 4.3: H6 results. Differences between students with AIEE and nAIEE on
attitudinal importance ratings of EIAPs

. AIEE nAIEE ) ...
Variable (n = 42) (1 = 56) Inferential Statistics.
M SD M SD t df p A

Interpretability  6.12 1.109 541 1.745 2449 93.714 .012** .406
(Explainability,

transparency,

provability)

Reliability, 64 885 6.13 1251 1235 96 11
robustness,

security

Accountability  6.12 1347 5.64 1299 1767 96 .04* .366
Data privacy 576 1574 586 1354 -321 96 374
Lawfulnessand 6.24 958 6.46 934 -1.174 96 122
compliance

Beneficial Al 571 1132 511 1.603 2196 95702 .015** .379
Safety 6.12 1152 596 1334 .602 96 27
Human Agency 5.83 1.286 5.04 1.684 2559 96 006** 474
Fairness 6.52 707 6.07 1425 2061 84754 .021** .317
All EAIPs 6.09 530 574 .69 274 96 .004*  .508

Note. M = Mean, SD = Standard Deviation, t = students t, df = degrees of freedom, p* < .05,
p** <.025, p*** < .01, A = Glass’s delta.

4.3 Results on Attitudinal Consideration of EIAPs

Hé6. Similarly to the statistics for H1-5, Welch’s t-test was selected due to the non-
normality of the data, non-homogeneity, and standard differing deviations ( < .05)
to investigate whether the hypotheses were met. Effect size was estimated by using
Glass’s A to account for different sample sizes between the groups.

There was a significant difference between the two groups for rating the importance
of ethical AI principles overall (£(96) = 2.74, p = .007) with a medium effect size
(Glass’s A= 0.508). This means that Al students who took a course in technology
ethics (N =42, M = 6.08, SD = .53) view ethical Al principles as more important than
students who did not take such a course (N = 56, M = 5.74, SD = .69). This effect
mainly shows itself in five principles: Interpretability (Explainability, Transparency,
Probability) (£(93.714) = 2.449, p = .008, Glass’s A= 0.406), Accountability (t(96) =
1.767, p = .04, Glass’s A= 0.366), Beneficial Al (#(95.702) = 2.196, p = .015, Glass’s
A= 0.379), Human Agency (£(96) = 2.559, p = .006, Glass’s A= 0.474) and Fairness
(t(84.754) = 2.061, p = .021, Glass’s A= 0.317). Generally, both groups gave high-
importance ratings to the EAIPs as indicated in Table 4.3.

H7. To investigate future developers’ priority of ethical Al principles” importance,
their rankings of EAIPs had been reversed. For each participant, the principles
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Table 4.4: H7 results. Differences between students with AIEE and nAIEE on
attitudinal importance rankings of EIAPs

Variable (nAiEfz) (?Zilgg) Mann-Whitney U Test
MR MR U z p

Interpretability
(Explainability, 5 50 4799 10915 -611 541
transparency,
provability)
Reliability,
robustness, 46.98 51.39 1070  -769  .442
security
Accountability 52.82 4701 1036.5 -1.009 .313
Data privacy 47.83 50.75 1106 -506 .613
Lawhulnessand 4570 5381 933 1758 079
compliance
Beneficial Al 49.74 49.32 1166  -.073 942
Safety 46.44 51.79 10475 -930 .353
Human Agency  54.85 45.49 951.5 -1.627 .104
Fairness 49.96 4915 11565 -.141 .888

Note. M R = Mean Ranks, U = U statistic, z = z statistic, p* < .05.

on the rank with the greatest importance received the value 9, the second highest
received the value 8, and so on until the last priority with value 1. A Mann-Whitney
U test was performed to evaluate whether an Al student’s ranking of EAIPs (ordinal)
differed by taking a technology ethics course or not (nominal). The preconditions
were met by having ordinally scaled variables and the independent variable of AIEE
or nAIEE. The results indicated no significant difference between the groups for
any ranked EAIP. Only the principle of Lawfulness and Compliance was close to a
significant difference (z = -1.758, p = .079, n? = .032), ranked lower by AIEE (n = 42,
M rank = 43.71) than by nAIEE (n = 56, M rank = 53.84). The results are listed in
Table 4.4.

4.4 Results on Behavioral Consideration of EAIPs

All statements of students have been transcribed to compare the different behavioral
considerations of EAIPs by groups of Al students with and without education in
technology ethics (Two exemplary transcripts can be found in Appendix G. All other
transcripts are available, uploaded to Ben Schultz, 2024). Afterward, deductive
content analysis (Pearse, 2019) was run on statements of the Al students within
each homogenous group (students either had taken or had not taken a course on
technology ethics). The length of a statement is defined by the length of a person
speaking about one topic. If this topic matches the topic or subtopic of an EAIP
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as described in subsection 2.1.2, a counter is added to a list of mentions for each
EAIP. If the statements refer to multiple principles at one time, the statement has
been counted for each principle individually. Other codes and themes have not
been reported due to the focus of the study on the EAIPs in Rao et al. (2021). The
codebook can be found in Table 4.5 with counts on mentions for each EAIP as
well as examples for statements on the topics. It has to be noted that the codings
are interpretive and influenced by the author’s expertise in the areas of computer
science, as well as ethics.

After transcription and coding of the focus group discussions and the individual
statements as described in the methods subsection 3.3.4, the statements have been
quantified regarding consideration of EAIPs. The codebook with themes, counts
on mentions for each EAIP as well as examples for statements on the topics can be
found in Table 4.5. In total, there have been 681 statements on EAIPs on the group
level. Most of these statements focused on the EAIP of Reliability, robustness, security
(n = 265), followed by Human Agency (n = 106). The least mentioned considered
EAIPs have been Accountability (n = 15), Lawfulness and compliance (n = 28) as well as
Interpretability (Explainability, Transparency, Probability) (n = 37). Individually, EAIPs
have been considered 144 times. Again the most considered principle was Reliability,
robustness, security (n = 70). The least considerations regarded Accountability (n =
3) and Safety (n = 3). The themes mentioned regarding each EAIP are outlined
first in this section. Group ID is abbreviated with "G" and Speaker ID with "S".
Afterward, you read about the results for the hypotheses and research questions on
the behavioral consideration of EAIPs, first on a group and then on an individual
level.

Considerations of Interpretability (Explainability, transparency, provability).
Only a small section of statements were on Interpretability (Explainability, trans-
parency, provability) often through referring to “explainability”. The principle was
mentioned 33 times in group discussion, with participants individually address-
ing it 8 times as in "Well, for me it’s actually the issue of the black box" (G11, S5).
Arguments centered around the need for transparency in Al systems for various
stakeholders, including decision subjects, decision-makers, and developers. Partici-
pants emphasized the importance of understanding Al decision-making processes
and the ability to explain these processes to affected individuals. One participant the
necessity of explainability for developers on the example of eliminating bias, “And
so the explainability of the [...] algorithm we will create [...] is a challenge, I think
because sometimes without realizing it, you might have bias in it without knowing
why or how or realizing it too late” (G18, S2). Another participant emphasized the
right to explanation, noting, “if an Al system makes a, a judgement you have a right
[... to] explanation for that” (G10, S5).

Considerations of Reliability, robustness, security. During the mini focus group
sessions, participants most frequently discussed the principle of Reliability, robust-
ness, and security (group n = 230, individual n = 70), often referring to it in terms
of accuracy, false positive/negative rates, and system performance. Participants
emphasized the importance of developing accurate and reliable Al systems for tax
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Table 4.5: Focus group codebook coding EAIPs including themes, examples and
counts of statements regarding each EAIP in group and individual work.

Code*

Theme

Group
Count
(n =15)

Example**

Indiv.
Count
(n=48)

la

1b

2a

2b

2c

2d

2e

Transparency for decision-subjects
Transparency for decision makers

Focus on accuracy
False positives and negatives

Optimize for Beneficial Al & Safety

Multimodel approach
Decision support system
Security against hacking
Human accountability
Decision support system

Context-dependent privacy

Al Regulations
Inclusion of law experts

Economical benefit
Procedural benefit

Focus on major taxpayers
Societal benefit

Needed accuracy

Prevent wrong accusations
Individual harm
Economic harm
Trustworthiness

"sometimes without realizing it, 33
you might have bias in it without

knowing why or how or realizing

it too late" (G18, S2)

"if an Al system makes a [...]

judgement you have a right [... to receive]
explanation for that" (G10, S5)

"I think that [the percentage] 230
should be the only criteria [...]

of the success of this model" (G6, S2)

"expect that there will

be loopholes. Expect that it will

be false positives" (G7, S3)

"it should be very carefully checked 13
if it really works as we expected

and does not, for example, has a

bias or there’s a lot

of mispredictions" (G8, S3)

"I would make sure that a

responsibility gap is avoided by

ensuring that decision making is

always made by humans" (G17, S2)

"Is the privacy point, really an issue? 46
Because doesn’t the government has

all the data anyways [...]?" (G3, S4)

"I mean because Al now doesn’t 28
even have the legal whatever power

to do anything like this, like to make

a decision on its own" (G6, S3)

"it would require technical people

as well as subject experts" (G3, S5)

“So it’s about like low effort, 44
high result let’s say” (G3, S3)

“So it just saves time and you don’t

need to look at a few million pieces.

Only at a few hundred” (G4, 54)

“I think in that case it should be

above certain tax crackers,

because like, if I like stole

like €50 from that” (G6, S2)

“But it also creates a sense

of fairness, because if

everyone were paying their tax,

everyone would have to pay less

tax as well, right” (G19, S3)

“You need to have a high 52
confidence level when you go

with these results” (G7, S2)

“Like prosecuting a person who

is innocent, it’s yeah. Like, not

a good idea” (G3, S2)

“I'm wondering this is going

to scare off all the small businesses

in Germany” (G6, S3)

“We should be made sure

among ourselves that this

is trustworthy” (G14, S1)

70

11

Continued on next page

Note. *EAIPs are used as codes as numbered in Table 2.1. **G = Focus Group ID, S = Speaker
ID within the Focus Group.
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Table 4.5 continued from previous page.

Group Indiv.

Code* Theme Example** Count Count
(n=15) (n=48)
2e Needed accuracy “You need to have a high 52 3

Prevent wrong accusations  confidence level when you go
Consider Individual harm  with these results” (G7, S2)
Consider Economic harm “Like prosecuting a person who
Trustworthiness is innocent, it’s yeah. Like, not

a good idea” (G3, S2)

“I'm wondering this is going

to scare off all the small businesses

in Germany” (G6, S3)

“We should be made sure

among ourselves that this

is trustworthy” (G14, S1)

2f Human Involvement “hopefully people are looking 93 17
Decision support system over it before it goes to court” (G4, S4)
Increase accuracy “I don’t trust Al to make
Trust in AI the decisions, but it can
Job losses point us in the right

direction, yeah” (G4, S3)

"Are we delegating the decision
making to a machine or are we
delegating [...] some groundwork
to the machine [...]?" (G18, S4)

2¢g Discrimination “Because Al can also 69 15
"Ethical AI" discriminate if you don’t
Protected attributes train it, so it is not” (G4, S1)

“the ethical considerations

regarding the data and the

data collection. So to make sure

that there is no discrimination

basically” (G4, S3)

“if [...] it’s [...] just a linear

regression and we are like

trying to account for [...]

protected categories, I think

it’s easier to control” (G17, S2)
Total 608 144

Note. *EAIPs are used as codes as numbered in Table 2.1. **G = Focus Group ID, S = Speaker
ID within the Focus Group.

fraud detection, with many suggesting that high accuracy should be a primary
criterion for success. One participant stated, “I think that [the percentage of flagged
cases that were actually fraud] should be the only criteria [...] of the success of this
model” (G6, S2). Others recognized the imperfect side of Al models and the need for
ongoing evaluation and improvement. As one participant noted, “expect that there
will be loopholes. Expect that it will be false positives” (G7, S3). Discussions also
centered around the challenges of maintaining system reliability, including the need
for robust data, handling missing or anomalous data, and adapting to changing laws
and evolving fraud techniques. Security concerns were also raised, particularly re-
garding data protection and cybersecurity. Participants discussed the importance of
secure data storage and the need for authorities to oversee cybersecurity measures.

Considerations of Accountability. Participants only occasionally referred to the
principle of Accountability, although it was mentioned less frequently compared to
other principles (group n = 13, individual n = 3). If it was mentioned, arguments
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centered on the responsibility associated with Al systems and their decision-making
processes. Participants often mentioned the interconnection of accountability to
other principles: One participant thus argued on with the problem of bias, stating,
“itis a very big responsibility for the Al model, so it should be very carefully checked
if it really works as we expected and does not, for example, has a bias or there’s
a lot of mispredictions” (G8, S3). Another participant suggested an approach to
addressing accountability by human involvement, proposing, “I would make sure
that a responsibility gap is avoided by ensuring that decision making is always
made by humans and manually review what the model says instead of letting
the model decide by itself because you cannot blame a model, but you can blame
people” (G17, S2).

Considerations of Data privacy. More frequently (group n = 48, individual n = 8),
participants discussed the principle of Data privacy, often in the specific context of
its relevance to governmental systems like tax fraud investigation. The discussions
revealed a range of perspectives on the importance and applicability of privacy
in this context. Some participants questioned the relevance of privacy concerns
in governmental systems, with one stating, “Is the privacy point, really an issue?
Because doesn’t the government has all the data anyways [...]?"” (G3, S4). However,
others expressed strong concerns about privacy, particularly regarding the use
of personal financial information. One participant noted, “I actually have some
ethical concerns also because we are taking personal data” (G4, S1). Another raised
questions about consent and data usage, asking, “What about consent? Do we, do
we ask people consent to use their financial data, I feel like that wouldn’t likely
happen, although it should” (G19, S2). The discussions also touched on legal aspects
of data privacy, with participants mentioning GDPR and other data protection laws.
One participant observed, “With regards to data protection law in Germany, I think
it might be a little bit different to gather some information or yeah” (G10, S5).

Considerations of Lawfulness and compliance. A smaller set of statements referred
to the principle of Lawfulness and compliance on both a local and international level
(group n =29, individual n = 9). Participants discussed the need for Al systems
to operate within legal boundaries. One participant mentioned, “I mean because
Al now doesn’t even have the legal whatever power to do anything like this, like
to make a decision on its own” (G6, S3). Based on this, the discussions included
the complexity of adhering to legal standards, especially internationally. One
participant noted, “No, it is quite difficult to track the shell company, especially
when it is outside of your legality” (G6, S4). In this line, participants also mentioned
the need for legal expertise in Al development. One participant stated, “it would
require technical people as well as subject experts” (G3, S5). This sentiment was
repeated in discussions about understanding and implementing specific regulations,
such as GDPR.

Considerations of Beneficial AI The participants discussed the principle of Beneficial
Al often in the context of economic benefits, efficiency improvements, and societal
impact of the Al system for tax fraud detection (group n = 44, individual n =
11). Statements surrounded the potential for Al to optimize processes and reduce
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workload for tax authorities. One participant noted, “So it’s about like low effort,
high result let’s say” (G3, S3). Another participant emphasized the time-saving
aspect, stating, “So it just saves time and you don’t need to look at a few million
pieces. Only at a few hundred” (G4, S4). Some arguments centered on the economic
benefits of the system, particularly in terms of increased tax revenue and improved
performance metrics. A participant suggested evaluating the system’s success by
asking, “do we have more tax revenue or no or less? How many appeals at court do
we have? How many of those succeed or not?” (G4, S3). Also, there were statements
about focusing the system on major taxpayers or high-value cases. One participant
argued, “I think in that case it should be above certain tax crackers, because like, if I
like stole like €50 from that” (G6, S2), suggesting that the system should prioritize
larger-scale tax fraud for greater impact. One participant considered the broader
societal implications of such a system and noted, “But it also creates a sense of
fairness, because if everyone were paying their tax, everyone would have to pay
less tax as well, right” (G19, S3).

Considerations of Safety The principle of Safety was considered a little more often
(group n = 52, individual n = 2), especially in the context of preventing harm to
individuals and maintaining trust in the system. The arguments revealed various
concerns about the potential negative consequences of Al implementation in this
domain. Central was the emphasis on the need for high accuracy of an Al system
to ensure safety. One participant stated, “You need to have a high confidence
level when you go with these results” (G7, S2). A primary concern was the risk of
incorrectly accusing innocent individuals of tax fraud. One participant emphasized
this point, stating, “Like prosecuting a person who is innocent, it’s yeah. Like, not
a good idea” (G3, S2). Another participant echoed this thought, noting, “Bringing
a person into the court, and they did not do anything is kind of worse” (G16, S3),
highlighting the potential for serious consequences resulting from false accusations.
Participants also discussed the broader societal impacts of implementing such an Al
system. One participant expressed concern about potential economic consequences,
saying, “I'm wondering this is going to scare off all the small businesses in Germany”
(G6, S3). The issue of job displacement was also raised by a participant, noting,
“You can fire most of your tax Fraud Department office. So the model makes a lot of
people unemployed because the the Al model is more efficient and cost less than
people” (G17, S2),. The issue of losing stakeholders’ trust was explicitly mentioned,
with one participant stating, “We should be made sure among ourselves that this is
trustworthy” (G14, S1).

Considerations of Human Agency More often participants argued on the princi-
ple of Human Agency (group n = 93, individual n = 17), often in the context of
maintaining human control and decision-making power in Al-assisted tax fraud de-
tection systems. The statements emphasized the importance of human involvement
and oversight in various stages of Al development and deployment. Participants
stressed the need for human review and intervention in the AI decision-making
process. One participant stated, “hopefully people are looking over it before it goes
to court” (G4, S4). Another participant emphasized, “I don’t trust Al to make the
decisions, but it can point us in the right direction, yeah” (G4, S3), indicating a pref-
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erence for Al as a decision-support tool rather than an autonomous decision-maker.
The concept of a human-AlI collaborative approach was frequently mentioned. One
participant suggested, “Use both humans and AI together don’t rely on Al com-
pletely” (G4, S3), while another proposed, “the Al does like 80 to 90% of the work
and then the hard cases are still done by humans, but it’s still so much faster” (G13,
S2). Participants also discussed the importance of human involvement in the de-
velopment and deployment processes. One participant noted, “Like, what are we
delegating? Basically, are we delegating the decision making to a machine or are we
delegating [...] some groundwork to the machine, so it’s very important to kind of
differentiate those” (G18, S4).

Considerations of Fairness In the mini focus group sessions, participants frequently
considered the principle of Fairness (group n = 69, individual n = 15), often in the
context of bias, discrimination, and equitable treatment in Al systems for tax fraud
detection. Participants expressed concerns about the potential for bias in Al systems.
One participant noted on Al being fair, “Because Al can also discriminate if you
don’t train it, so it is not” (G4, S1). Another participant emphasized the need to
consider “the ethical considerations regarding the data and the data collection. So
to make sure that there is no discrimination basically” (G4, S3). Participants also
discussed the potential for Al systems to manifest existing societal inequalities. One
participant noted, “So what this causes is, the IRS to forego targeting rich people
who have the ability to combat these cases in court and just target the regular tax
payer” (G11, S3). Some participants suggested approaches to mitigate bias, such
as using simpler models or accounting for protected categories. One participant
proposed, “if you use more complex models you could be doing, you could be
incurring like some kind of discrimination” (G17, S2), while another suggested, “if
[...]it’s [...] just a linear regression and we are like trying to account for like biases
like gender and other protected categories I think it’s easier to control” (G17, S2).

HS. After counting statements on EAIPs, a Mann-Whitney U test was run to compare
how often the different mini focus groups with (n = 7) and without (n = 8) technology
ethics education considered these principles (Table 4.6). Due to the small sample
size and violation of the assumptions of normality ( < .05) as well as homogeneity
of variance ( < .05), the non-parametric Mann-Whitney U test was chosen instead of
a parametric student’s t-test. There were significant differences with large effects in
the principles of Reliability, Robustness, Security (z = -2.613, p = .006, n?> = .488) as well
as Data Privacy (z = -2.217, p = .029, n*> = .35) and Beneficial Al (z =-2.468, p = .014, n?
= 435) between the conditions. Groups of students who took a technology ethics
course considered Data Privacy (n =7, M rank = 10.71) significantly more often than
students who did not take such a course (n = 8, M rank = 5.63). The same held for
Beneficial AI where Al students with such educational experience (n =7, M rank =
11) mentioned it more often than students without (n = 8, M rank = 5.38). Contrary,
the EAIP of Reliability, Robustness, Security was considered significantly more often
by students who did not take a course on technology ethics(n = 8, M rank = 10.81)
compared to students who did (n =7, M rank = 4.79). When comparing the means
of all EAIPs, these differences do not repeat themselves in the sum of all statements
on EAIPs: Even though there was a tendency for more EAIP statements in groups
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Table 4.6: H8 results. Group level differences between students with AIEE and
nAIEE on behavioral consideration of EIAPs.

Variable (ﬁlfs) ?fiE; Mann-Whitney U Test
MR MR U =z p n?

Interpretability 9.71 6.5 16 .189

(Explainability,

transparency,

provability)

Reliability, 4.79 10.81 5.5 .006*** 488

robustness,

security

Accountability 8.29 7.75 26 .867

Data privacy 10.71 5.63 9 029* .35

Lawfulnessand  9.64 6.56 165 .189

compliance

Beneficial Al 11 5.38 7 .014** 435

Safety 10 6.25 14 121

Human Agency  9.07 706 205 .397

Fairness 9.93 6.31 14.5 121

Total 9.71 6.5 16 .189

Note. M R = Mean Ranks, U = U statistic, z = z statistic (not reported due to small sample
size),
p* <.05, p** <.025, p*** < .01, n? = effect size.

of students who had technology ethics education (n =7, M rank = 9.71), the mean
ranks were not significantly different (z = -1.391, p = .189) to groups of students
without (n = 8, M rank = 6.5).

RQ1 and RQ2. To understand whether individual students with and without edu-
cation technology ethics prioritize EAIPs differently, the three greatest challenges in
designing a good Al system, as stated by students in the discussion individually,
have been analyzed. As for H3, the researcher ran a deductive content analysis and
categorized each statement onto an EAIP. Each statement on an EAIP incremented
the count of considerations of this EAIP by 1. By this, each participant had three
mentions that have each been mapped to an EAIP. Participants might have ad-
dressed the same EAIP within several statements. These have been counted as two
considerations of an EAIP. With this, it is possible to analyze how often an EAIP is
considered one of the top three important challenges in Al development. The counts
can be viewed in table Table 4.5. The most popular EAIPs were Reliability, robustness,
security, considered in 62 statements, and next Human Agency in 15 statements, as
well as Fairness in 13 statements. Accountability (n = 3) and Safety (n = 2) have been
addressed in the least statements on the greatest challenges in developing a good
Al Both groups mentioned Reliability, robustness, and security much more often than
the other EAIPs. This effect is strongly influenced by considerations of Al students
who did not take a course on technology ethics. Similarly, considerations of Human
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Agency are driven by the nAIEE condition. Students who did take a course on tech-
nology ethics put the highest priority on Interpretability (Explainability, Transparency,
Probability) and Fairness. Among students with no experience from technology ethics
education, the EAIPs of Interpretability (Explainability, Transparency, Probability), Ac-
countability, Data Privacy, Safety, and Fairness have only been mentioned either once
or never as the greatest challenges to solve for developing a good Al system. For
students with ethics education, this only occurred for the EAIP of Lawfulness and
Compliance. Overall, descriptively, there is a smaller standard deviation between
EAIPs in ratings from students who took a course on technology ethics (SD=6.928)
compared to students who did not (§D=12.61). This indicates for a more balanced
consideration of EAIPs in behavioral prioritization by students who had taken a
technology ethics course.

After counting statements, a Mann-Whitney U test was run to compare how often
the students with (n = 24) and without (n = 24) technology ethics education consid-
ered these principles highly important during their behavioral interaction. Again,
this test was selected due to non-normality of the data ( <.05). The results (Table 4.7)
indicate a significant difference for four EAIPs: Interpretability (Explainability, Trans-
parency, Probability) was considered as important significantly more often (z = -2.299,
p =.021, n? = .112) by students who took a course on technology ethics (n = 24, M
rank = 27.5) than by students who did not (n = 24, M rank = 21.5). The same direction
showed for Fairness being rated significantly more often as important (z = -3.769, p =
<.001, n? = .302) by students who took a course on technology ethics (n = 24, M rank =
30.52) than by students who did not (n = 24, M rank = 18.48). The opposite direction
was prevalent for Reliability, robustness, security, where students who took courses
on technology ethics (n = 24, M rank = 19.58) considered the principle significantly
less often as important (z = -2.523, p = .012, n?> = .135) than students who did not
take such a course (n = 24, M rank = 29.42). Similarly, Human Agency was considered
significantly less often as important (z = -2.688, p = .007, n? = .154) among students
from the AIEE condition (n = 24, M rank = 20) compared to from students from the
nAIEE condition (n = 24, M rank = 29). Among the other five EAIPs two showed
non-significant differences for Accountability (z = -1.77, p = .077) or Data Privacy (z =
-1.533, p = .125), with greater consideration among students who took a technology
ethics course, as shown in the results table.

In summary, the significant differences in behavioral prioritization of EAIPs between
the conditions of AIEE and nAIEE indicate that Al students who took a course on
technology ethics and those who didn’t prioritize EAIPs differently in their behavior.
Generally, students with education in technology ethics considered more different
EAIPs as important and did focus less on Reliability, robustness, security as done by
students without this education.
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Table 4.7: RQ1 & RQ2 results. Individual differences between students with AIEE
and nAIEE on behavioral consideration of EIAPs

. AIEE  nAIEE .
Variable (n=24) (n=24) Mann-Whitney U Test
MR MR U z p n?

Interpretability 27.5 21.5 216 -2.299  .021*  0.112
(Explainability,

transparency,

provability)

Reliability, 19.58 29.42 170 -2523  .012* 135
robustness,

security

Accountability 26 23 252 -1.77 077

Data privacy 26.5 22.5 240 -1.533 1.25
Lawfulness and  23.44 25,56 2625 -.813 416
compliance

Beneficial Al 25.58 23.42 262 -.760 A47

Safety 25 24 276 -590 .555

Human Agency 20 29 180 -2.688 .007*** 154
Fairness 30.52 1848 1435 -3.769 <.001**** 302

Note. M R = Mean Ranks, U = U statistic, z = z statistic (not reported due to small sample
size),
p* <.05, p** <.025, p*** < .01, p**** < .001, n? = effect size.

4.5 Results on Attitude Behavior Gap

RQ3. To identify whether there is an ABG for consideration of EAIPs, the three
highest-ranked EAIPs from the attitudinal considerations are compared with the
three most significant challenges considered in the discussion. For this, the attitudi-
nal ranking is cut off at the threshold of rank three. Only the three highest-ranked
EAIPs by each participant are compared with the three EAIPs from statements on
most significant challenges (as coded for R1 and R2 in section 4.4). Because the
behavioral data from RQ1 and RQ2 includes EAIPs, which could be considered
more often than once, and the attitudinal data does not, the behavioral data has
multiple levels (ordinal) while the attitudinal data does not (nominal). Thus, since
the attitudinal values are nominal (1="the EAIP is considered important’, 0="the
EAIP is not considered important’) the ordinal behavioral values are turned into
nominal measures to make them comparable. For this, multiple considerations
are handled as if there has only been one consideration. The downsides of losing
information on multiple considerations of individual principles are discussed in
section 5.2.

Camer’s V was calculated to investigate possible correlations in attitudinal and
behavioral nominal data for each EAIP. This calculation includes both students with
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Table 4.8: RQ3a results. Results on Correlation Analysis with Cramer’s V between
attitudes and behavior for EAIPs considered as important. No significant correla-
tions between attitude and behavior among all participants who did study 1 and
study 2 (N = 48)

Variable Cramer’sV x?(1) p

Interpretability 133 .854  .356

(Explainability,

transparency,

provability)

Reliability, 205 2.026 .155

robustness,

security

Accountability 183 206 .206

Data privacy .082 323 .57

Lawfulness and .079 3 584

compliance

Beneficial Al .059 168 .682

Safety 012 006 .936

Human Agency .031 .046  .831

Fairness .004 978 978
Note. x*(1) = Chi-Square value (degrees of freedom),
p* <.05.

(n = 24) and without education (n = 24) in technology ethics to account for an overall
ABG. The results did not indicate any significant correlation between attitudinal and
behavioral correlation for any EAIP. Correlational results are collected in Table 4.8.

Additionally, besides investigating similarities with Cramers V, due to the small
amount of groups (n < 30) exact McNemar’s tests have been conducted to test
for significant differences of each EAIPs between the attitudinal and behavioral
nominal measures. In this case, McNemar’s test investigates how likely it is that an
Al student who showed attitudinal consideration of an EIAP (A=1) did also show
behavioral consideration (B=1) of the same EAIP (A=1 — B=1) against how likely
it is that an Al student who showed attitudinal consideration of an EAIP did not
show behavioral consideration of the same EAIP (A=1 — B=0). The results indicate
significant differences between the attitudinal and behavioral measurements for
all principles except of Reliability, Robustness, Security. These results are listed in
Table 4.9.

Interpretability (Explainability, Transparency, Probability) is considered significantly
more often (x*(1) = .854, p = <.001, ¢ =-.133) attitudinally than behaviorally with a
small effect. This means that there is statistically significant ABG for Interpretability
(Explainability, Transparency, Probability), in the sense that when participants con-
sidered the principle attitudinally, they were less likely to consider the principle
behaviorally.
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Table 4.9: RQ3b results. Results on Differential Analysis with Mc Nemar’s test
between attitudes and behavior for EAIPs considered as important.

Principle 2(1) p o)
Interpretability  0.854 <.001*** -133
(Explainability,

transparency,

provability)

Reliability, 2.026 108
robustness,

security

Accountability  1.600 <.001*** -183
Data privacy 0.323 <.001**** .082
Lawfulness and 0.300 <.001*** -.079

compliance

Beneficial Al 0.168 <.001**** -.059
Safety 0.006 <.001**** .012
Human Agency 0.046 006  .031
Fairness 0.001 .002** 004

Note. x*(1) = Chi-Square value (degrees of freedom),
p* <.05, p** <.025, p*** < .01, p**** < .001, ¢ = effect size.

Reliability, Robustness, Security is not considered significantly more often attitudinally
than behaviorally (x2(1) = 2.026, p = .108). This means that there was no ABG by Al
students on the EAIP of Reliability, Robustness, Security.

Accountability is considered significantly more often (x*(1) = 1.6, p = <.001, ¢ =-
.183) attitudinally than behaviorally with a small effect. This means that there is
statistically significant ABG for Accountability, in the sense that when participants
considered the principle attitudinally, they were more likely not to consider the
principle behaviorally.

Data Privacy is considered significantly less often (x*(1) = .323, p = <.001, ¢ =.082)
attitudinally than behaviorally with a very small effect. This means that there is
statistically significant ABG for Data Privacy, in the sense that when participants
considered the principle attitudinally, they were slightly more likely to consider the
principle behaviorally.

Lawfulness and Compliance is considered significantly more often (x?(1) = .3, p = <.001,
¢ =-.079) attitudinally than behaviorally with a very small effect. This means that
there is statistically significant ABG for Lawfulness and Compliance, in the sense that
when participants considered the principle attitudinally, they were less likely to
consider the principle behaviorally.

Beneficial Al is considered significantly more often (x(1) = .168, p = <.001, ¢ = -.059)
attitudinally than behaviorally with a very smal effect. This means that there is
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Table 4.10: RQ4 results. Differences between students with AIEE and nAIEE for
ABGs for EAIPs.

Variable Y2(1) p o
Interpretability  .091  .763
(Explainability,

transparency,

provability)

Reliability, .000 1
robustness,

security

Accountability ~ .000 1

Data privacy 1.061  .303
Lawfulness and 6.454 .024* -367

compliance

Beneficial Al 2.021 .155

Safety 403 525
Human Agency 2.021  .155
Fairness 7111 .017** -.385

Note. x*(1) = Chi-Square value (degrees of freedom),
p* < .05, p** < 025.

statistically significant ABG for Beneficial Al, in the sense that when participants
considered the principle attitudinally, they were less likely to consider the principle
behaviorally.

Safety is considered significantly less often (x(1) = .006, p = <.001, ¢ = .012) at-
titudinally than behaviorally with a very small effect. This means that there is
statistically significant ABG for Safety, in the sense that when participants consid-
ered the principle attitudinally, they were more likely to consider the principle
behaviorally.

Human Agency is considered significantly less often (x(1) = .046, p = .006, ¢ = .031)
attitudinally than behaviorally with a very small effect. This means that there is
statistically significant ABG for Human Agency, in the sense that when participants
considered the principle attitudinally, they were less likely to consider the principle
behaviorally.

Fairness is considered significantly less often (x?(1) = .001, p = .002, ¢ = .004) attitu-
dinally than behaviorally, with an extremely small effect. This means that there is
statistically significant ABG for Fairness, in the sense that when participants con-
sidered the principle attitudinally, they were less likely to consider the principle
behaviorally compared to considering it attitudinally.

RQ4. To investigate the AGB between groups of students who took a technology
ethics course and students who did not, changes in attitudinal and behavioral con-
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siderations are compared. Whenever a participant shifted consideration of an EAIP,
this was noted down. If they shifted from considering an EAIP attitudinally to not
considering it behaviorally, this was marked as “1” for an indicator of an individual
instance of an ABG. If they shifted from not considering the EAIP attitudinally to
considering it behaviorally, this was marked as “0” as no ABG occurred. If they
showed the same consideration in attitudinal and behavioral measures, this was
marked as “0”, as no ABG occurred.

A Chi-Squared test with a contingency table was calculated to compare the two
groups of Al students who did and did not take a course on technology ethics
Table 4.10. The results indicate a significant difference for the two EAIPs of Law-
fulness and Compliance as well as Fairness between the two groups. For Lawfulness
and Compliance Al students who had ethics education showed significantly less
ABGs than those who did take an ethics course (x*(1) = 6.454, p = .024, ¢ = -.367).
Similarly, for Fairness Al students who had ethics education showed significantly
less ABGs than those who did take an ethics course (x*(1) =7.111, p = .017, ¢ = -.385).
This means taking an ethics course accounts for a moderate effect on showing less
occurrences of ABGs regarding both Lawfulness and Compliance and Fairness. There
were no significant differences for any of the other EAIPs. Especially for Reliability,
robustness, security and Accountability, there were no differences for ABG between
the groups.
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Chapter 5

Discussion of Results

This study aimed to investigate the differences between students who had received
Al ethics education (AIEE) and those who had not (nAIEE), with a particular focus
on attitudes on Al and their ethical attitudes and behavior related to AI development.
This chapter considers previous research to contextualize the findings from this
study. Firstly, the foundational differences between the AIEE and nAIEE regarding
interest and knowledge in AI and AI ethics are discussed. This is followed by
a contextualization of missing differences in attitudes towards Al, hinting at an
algorithm appreciation among Al students.

5.0.1 Higher Knowledge and Interest on Al Ethics Among Students with
Al Ethics Education

As part of the study, four variables have been measured as potential descriptors of
the study: self-assessed knowledge of Al, interest in Al, knowledge of Al ethics,
and interest in Al ethics. These measurements were intended to provide context
and explain for potential confounding factors in our primary analysis. The results
revealed significant differences between the AIEE and nAIEE groups in two of
these variables: knowledge of Al ethics and interest in Al ethics. These findings,
while not of main interest in this study, offer valuable insights into the impact of

Al ethics education on students’ self-perceptions regarding ethical issues in Al

More importantly, these differences also provide an important backdrop against
which to interpret the main results on attitudes toward Al as well as attitudes and
behaviors towards EAIPs. In this discussion, we will first examine the results on
knowledge and interest and their implications, drawing on relevant literature in the
field of Al ethics education. We will then proceed to analyze our primary findings
on attitudes and behaviors, considering how they may be influenced by or related
to these differences in ethical knowledge and interest. This approach allows us to
present a more nuanced understanding of the complex interplay between Al ethics
education, ethical awareness, and Al students’ perception of Al technologies.
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The results on knowledge and interest in AI did not indicate significant differences
between students who had Al ethics education and those who did not. At the
same time, in their self-assessed knowledge and interest in Al ethics, students with
AIEE gave significantly higher ratings compared to their counterparts without AIEE.
These findings align with previous research indicating that ethics education can
enhance students’ awareness and engagement with ethical issues (Skirpan et al.,
2018; Kong et al., 2023a). This suggests that while Al ethics education significantly
impacts Al students” understanding and interest in ethical issues, it does not nec-
essarily add to their previous interest or knowledge in Al itself. This finding is
consistent with the literature, which often highlights the challenge of integrating
ethics into technical education without diluting the technical content (Kong et al.,
2023a). The significant differences in Al ethics knowledge and interest underscore
the importance of incorporating ethics education into Al curricula. However, the
lack of significant differences in Al knowledge and interest suggests that ethics
modules should be carefully designed to complement rather than compete with
technical content. This balance is crucial to ensure that students gain a holistic
understanding of Al and its ethical implications.

5.0.2 No Difference on Attitudes Toward Al

Investigating Al students” attitudes toward Al is an approach aiming to understand,
whether they tend to apply Al-based technology in their future work, potentially
as developers. While some applications of Al can lead to negative outcomes, it
is worthwhile investigating whether students who have been taught about these
complex ethical outcomes tend to show more negative attitudes than others without
this education. Overall, in this study, there have been no significant differences
between the two groups for any of the five measures, rejecting Hypotheses 1-5. The
implications of tendencies of algorithm aversion and algorithm appreciation are
discussed below.

No Differences by AIEE for Acceptance of Al. Previous studies indicated that (fu-
ture) Al developers tend to have positive attitudes toward Al systems: People
with greater Al familiarity or skills in mathematics show higher acceptance of Al
(Fenneman et al., 2021; Thurman et al., 2019; Logg et al., 2019). In this study, Al
students were asked to give acceptance ratings on applying Al in different domains.
Generally, they indicated relatively high scores. Furthermore, there was no differ-
ence between students with and students without AIEE. This means even though
that students in the group with AIEE indicated to have more knowledge of Al ethics
and more interest in ethical and societal implications of Al, this did not translate
to lower acceptance of Al in applied domains. This goes along with findings, that
computer science students have issues hard translating ethics to a broader societal
picture (Schiff et al., 2020). It could also be explained by their regular exposure and
familiarity with AI (Mohanani et al., 2018), leading to a positive evaluation that
could not be irritated by negative exposure through AIEE.
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No Differences by AIEE for Risk Awareness of Al. Some practitioners, investigated
in other studies, seemed to have a simplified understanding of Al risk, (Sanderson
et al., 2022; Vakkuri et al., 2019b) like by viewing risks of Al as risks to business
objectives (Pant et al., 2024a) instead of risks for humans or sociotechnical systems.
People with higher knowledge of Al tend to see fewer risks in Al than benefits
(Center for Advanced Internet Studies, 2024). While other studies indicated that
AIEE increases awareness of societal and social issues of Al (Fenneman et al., 2021;
Liu et al., 2019), this effect did not show here. The sample rather gave ratings of
perceived risk around the mid-point of the scale, comparable to ratings by the public
in Center for Advanced Internet Studies (2024). It might be the fact, that the high
interest in the technology itself, that more technological solutions could easily solve
the risk. This effect could be then strong enough so that Al students who had AIEE
don’t show greater risk awareness than their fellows without AIEE.

No Differences by AIEE for Opportunity Awareness of Al. The question of this study
was, whether experiences from AIEE make a difference in how many opportunities
future developers see in Al The general sample showed relatively high opportunity
awareness, and there was no difference between the groups of students with and
without AIEE. The overall high ratings go along with the previous findings that high
knowledge of Al appears together with high opportunity awareness (Center for
Advanced Internet Studies, 2024). Learnings on the complexities that sociotechnical
solutions come with by AIEE (Fiesler et al., 2020; Garrett et al., 2020; Hess and Fore,
2018) do not seem to go along with reevaluation of opportunities of the technology.
This might indicate, that if AIEE affected the perceived opportunity of Al, this might
not counter the very positive view Al students have on opportunities of AL

No Differences by AIEE for Usage Intention of Al. Previous studies found that
high knowledge of Al and training in statistics and algorithms go along with high
usage intentions of Al. Separately, participating in a technology ethics course can
lead to lower usage intentions of the discussed technology Cramer and Toll (2012).
The sample of this study showed relatively high usage intentions of Al, higher
than the general population surveyed on the same questions from the Center for
Advanced Internet Studies (2024). Also, for this measure, there have not been any
differences between the groups of students with and without AIEE. As observed by,
Cramer and Toll (2012) the effects of ethics education might not be strong enough
to overrule the overall positive usage intention. Still, Al students often select their
study domain out of interest in learning and using AI (Barretto et al., 2021). Thus,
they do not seem willing to step back from using the technology, when they find out
about downsides of Al in AIEE, contrasting their otherwise positive usage intention.

No Differences by AIEE for Trust in Al For trust, Lu et al. (2022) found that practi-
tioners tend to mix up trust with other ethical principles, meaning they lack a clear
understanding of the topic. Still, people with higher knowledge and familiarity
with Al seem to give relatively high ratings on technical trust in Al systems (Center
for Advanced Internet Studies, 2024; Gillath et al., 2021). In this study, Al students
have been asked how much they trust Al, including both a technical and a social
perspective within one scale. The sample indicated to have mixed, above-mid-level
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trust in the technology. Comparing the groups, there have been no indicators that
Al students with and without AIEE differ in their trust towards Al So, even when
having higher knowledge of Al ethics, including societal risks, this does not go
along with lower ratings on either technical or social aspects of trust. The level of
trust seems more strongly determined by other factors, such as being a student with
an interest in Al in the first place (Barretto et al., 2021). Another reason might lie
within Al students” own involvement in Al development, so that not trusting Al
would mean not trusting one’s own domain. Still, the students referred to main-
taining trust multiple times during the mini focus group discussions. Additionally,
they mentioned, that they would not rely on Al systems completely, putting higher
emphasis on human involvement, to account for flaws in the system. It is up for
deeper qualitative investigation, whether these themes occurred more often among
AIEE students than nAIEE students.

In this study, the tested attitudes toward Al have not been different between students
with and without AIEE. Rather, these students do not differ in their rather positive
attitude of accepting Al, and in seeing rather medium risks and high opportunities.
The same holds for their intention of using Al and trusting it. These results indicate a
rather positive view of Al students on Al, which is not altered by AIEE or knowledge
of Al ethics, respectively. These courses often include topics like sociotechnical
complexities as well as negative social, societal or environmental side effects of
Al (Fiesler et al., 2020; Hess and Fore, 2018). Thus, these negative experiences
have the potential to inflict a sense of algorithm aversion or reevaluation of the
technology (Mahmud et al., 2022; McNamara et al., 2018). With this contradiction, it
can be assumed that future Al developers show tendencies of confirmation bias so
that they do not translate this knowledge to changes in attitude on the technology
(Schiff et al., 2020), even when directly confronted. This does not directly fit the
definition of automation bias or algorithm appreciation (Lyell and Coiera, 2017;
Logg et al., 2019), since it is usually applied to users. Still, it might be beneficial to
further investigate this tendency of what I frame developers” algorithm affinity. More
research is especially needed to understand, in detail, why AIEE did not account
for a difference in the attitudes toward Al of future Al developers in this study.

5.0.3 Complex Differences in Attitudinal Consideration of Ethical Al
Principles

Generally, STEM and especially Al students have shown in previous studies to
have relatively low knowledge and interest in topics of technology ethics (Harding
et al., 2013; Schiff et al., 2020). But if they did, they focused in their evaluations
of importance on a small set of principles such as reliability, security, and privacy
(Vakkuri et al., 2019b; Lu et al., 2022; Sanderson et al., 2022). Multiple courses
have shown to result in positive outcomes regarding the perceived importance
of Al ethics and EAIPs (Skirpan et al., 2018; Fiesler et al., 2021; Kasinidou et al.,
2021; Pierson, 2017). Still, these often focused on individual principles such as
transparency, accountability, privacy, lawfulness, or fairness (Fiesler et al., 2020;



Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

69

Garrett et al., 2020). Adding to this, this thesis checked for a wider set of ethical Al
principles like those proposed by holistic Ethics by Design approaches (Prem, 2023).

Differences in Importance Ratings for Ethical Al Principles. This study’s results
indicate significant differences between students who received Al ethics education
and those who did not in terms of their attitudes towards ethical Al principles.
Specifically, students with AIEE rated ethical Al principles as more important over-
all compared to their counterparts without such education. This finding supports
the hypothesis (H6) that Al students who took a course on technology ethics would
rate ethical Al principles as more important than those who did not. The significant
differences were particularly evident in principles such as Interpretability (Explain-
ability, Transparency, Provability), Accountability, Beneficial AI, Human Agency, and
Fairness. The significant effects on Interpretability (Explainability, Transparency, Prov-
ability), Accountability, and Fairness might be explainable by the extensive focus of
many academic educators from the FAT community (Fiesler et al., 2020; Hagendorff,
2020), translating the principles to their course design. Courses like the one from
Kasinidou et al. (2021) are exemplary for significant positive effects resulting from
education in this domain.

While aspects of Beneficial Al (such as sustainability, freedom, and prosperity) re-
ceived relatively low importance ratings in other studies (Khan et al., 2023; Lu et al.,
2022), ethics courses typically emphasize the broader societal impacts of Al (Fiesler
et al., 2020). This could lead AIEE students to rate Beneficial Al as more important.
There have been no differences for the principles of Reliability, robustness, security,
Data Privacy, Lawfulness and Compliance or Safety. For the first three, this goes in line
with previous findings that accuracy, security, privacy, as well as law, are topics
familiar already without ethical education (Sanderson et al., 2022; van Stuijvenberg
et al., 2024; Vakkuri et al., 2020). This may explain their consistent importance
ratings across both AIEE and nAIEE groups. The aspect of attitudes towards safety
or, more ethically taken, 'non-maleficence’” (Hagendorff, 2020) requires further in-
vestigation for detailed understanding. It might be due to the greater complexity
under this term that especially also includes a more distanced view on Al (Schiff
et al., 2020).

No Differences in Importance Rankings for Ethical Al Principles. Despite the
overall higher importance ratings for ethical Al principles by AIEE students, this
study found no significant differences in the ranking of these principles between
AIEE and nAIEE students, rejecting H7. This suggests that while AIEE students may
generally value ethical principles more, the relative priority they assign to different
principles does not significantly differ from nAIEE students. This seems surprising
at first. But previous studies showed that Al developers and Al students have
varying perceptions of ethics (Pant et al., 2024a) and that education on the topics
does not always allow for correct understanding of the taught concepts (Fiesler et al.,
2021; Lu et al., 2022). This overall complexity of Al ethics may lead to unexpected
rankings as students struggle to differentiate between principles. This might also
be a reason why the results do not support previous findings on popularity and
awareness of Reliability, robustness, security (Sanderson et al., 2023; Vakkuri et al.,
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2019a; Hadar et al., 2018; Arizon-Peretz et al., 2021) or Data Privacy (Lu et al., 2022;
Sanderson et al., 2023), Lawfulness and Compliance (Vakkuri et al., 2020). A different
reason might lie in the limited effectiveness of certain interventions. Kong et al.
(2023a) and Borenstein et al. (2010) suggest that certain educational interventions
are more effective than others. The ethics education received by AIEE students in
this study may not have prioritized on individual principles, thus not leading to
differences in prioritization.

Overall, the study found significant differences in importance ratings between AIEE
and nAIEE students. However, these differences did not translate to rankings,
suggesting that students may view principles as important without necessarily
prioritizing them in practice.

5.0.4 Complex Differences in Behavioral Consideration of Ethical Al
Principles

This study took three approaches to investigate behavioral consideration of Al
ethics by students with and without AIEE. In the mini focus group setting, 48
students, each in groups from their condition (AIEE or nAIEE) discussed how to
implement an Al system for tax fraud detection, following the development lifecycle
steps by Rao et al. (2021) to allow for proper consideration of ethical principles as
proposed by Prem (2023). This session aimed to simulate a development meeting on
solution design as students were asked to imagine being part of the development
team from the case study. First, their discussion statements referring to EAIPs
have been quantified on a group level. The results were reported descriptively as
well as checked for differences between the groups. Additionally, at one point in
the discussion, the students were asked to individually note down the three most
significant challenges to developing a good Al system. These notes have been used
for investigation on an individual level.

Group Behavior Focuses on Reliability. Based on TPB, it is to be expected, that
while attitudes are rather individual, behavior occurs in a stronger interplay of
(perceived) social norms and (perceived) behavioral control (Ajzen, 1991). In group
settings, these factors can lead to favoring certain principles over others based on
perceived social pressure and beliefs about the feasibility of implementing different
EAIPs. This suggests that in group settings, certain principles may be favored due to
social pressures and established norms within the Al development community. The
high frequency of mentions for Reliability, robustness, security aligns with findings
from Sanderson et al. (2022) and Vakkuri et al. (2019a), who noted that accuracy
and reliability are often considered as more important compared to other ethical
principles by (future) developers. This technical focus may be a normative tendency,
reinforced by social pressure of group settings. In this sample, nAIEE showed
greater tendency to favor the principles. The difference between the groups on
Reliability, robustness, security indicates that AIEE might alter either subjective norms
or perceived behavioral control (Ajzen, 1991), so that Al students with AIEE break
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away from this sole focus on one principle by also considering a wider range of
principles.

The low frequency of mentions for principles like Interpretability (Explainability,
Transparency, Provability), Accountability and Lawfulness and compliance may be due
to practical challenges in implementation. Sanderson et al. (2022) found that trans-
parency is often considered an interim target for achieving high reliability. Once
reliability is achieved, transparency may no longer be prioritized. This interim
nature has also been used as an argument in the mini focus groups of this study and
could have led to less frequent consideration of interpretability (Table 4.5). The stu-
dents may have also perceived other stakeholders as not being tech-savvy enough to
benefit from detailed explanations of the discussed Al system (Vakkuri et al., 2019a).
This perception can reduce the consideration of interpretability, as developers may
not see the value in providing extensive explanations. Accountability in Al systems
involves complex and often ambiguous responsibilities, which can be challenging
to define and implement (Prem, 2023). The Al students might have found it difficult
to assign clear accountability due to the collaborative nature of Al development
and the involvement of multiple stakeholders (Vakkuri et al., 2019b). This com-
plexity could have led to less frequent consideration of accountability in the group
discussions. Bell et al. (2023) and Prybylo et al. (2024) noted that developers often
struggle with implementing legal measures due to a lack of resources and support
from institutions and clients. This goes along with statements of students in this
study, demanding legal input from experts to properly navigate the development of
Al in tax fraud detection (Table 4.5). With the stark focus on technical performance,
especially these three principles have been overlooked the most in group work.

Bidirectional Effects in Group-Based Behavior Regarding Ethical Al Principles.
The significant differences observed between AIEE and nAIEE groups for group-
level consideration of EAIPs indicate, that in groups with students who had AIEE,
EIAPs had been considered significantly more often during their work on the topic,
accepting H8. As already discussed above, the focus on Reliability, robustness, security
might be explainable by the normative focus on accuracy among Al practitioners
(Sanderson et al., 2022) as it is center to general Al education in which ethics usually
is treated with a secondary attached role (Knoth et al., 2024).

On the other hand, groups of AIEE students did behaviorally consider Data Privacy
and Beneficial Al significantly more often than nAIEE students. Previous studies
indicate that only a minority of fully educated developers are familiar with GDPR
principles, and those who are, often lack the requisite knowledge about implementa-
tion techniques (Alhazmi and Arachchilage, 2021). The results of our study indicate,
that ethics education might increase awareness of Data Privacy even more, make it
more prevalent as well as has the ability to fill the knowledge gap. By this, AIEE
students may feel more confident and equipped to address Data privacy concerns,
leading to more frequent consideration of this principle, so that there can be Al con-
sidering privacy (Groger, 2021). Additionally, Hedayati-Mehdiabadi (2022) found
that relating to real-world scenarios affects future developers positively towards
ethical decision-making. Ethics courses often include case studies and real-world
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examples (Hess and Fore, 2018; Fiesler et al., 2020), which could have enhanced the
Al students’ ability to recognize and consider the broader societal impacts of Al,
leading to more frequent consideration of Beneficial Al

Bidirectional Effects in Individual Behavior Regarding Ethical Al Principles. In
the group work, students wrote down the three most significant challenges of
developing a good Al system in the context of tax fraud detection. The scope of
this thesis did not allow for individual tracking in the multi-person group work
setting, so the discussion included this part of individual work. With this exercise,
RQ1 and RQ2 were to be answered: Whether and how, in behavior, EAIPs are
differently prioritized among individual students with and without AIEE. Generally,
as discussed in the previous part of this section, the TPB can have a large effect
in turning attitudes into behavior. The individual task in this study allows for
an exploratory investigation of how attitudes on EAIPs transfer to behavior in
individual work settings (Ajzen, 1991; Ellemers et al., 2019). Since all participants
attitudinally rated all EAIPs relatively high there was a significant difference for the
majority of EAIPs between groups, but in ranking it was unclear, it is important to
understand, how this plays out in practice.

Descriptively, as for the behavioral considerations on the group level, Reliability,
robustness, security received the most attention with 70 mentions and by this far
more than other EAIPs (Table 4.5). As above, this also extends the previous research
on attitudinal prioritization of Al practitioners (Sanderson et al., 2022; Vakkuri et al.,
2019a) on accuracy by the behavioral dimension.

Interestingly, there have been bidirectional significant differences between the
groups. Students with AIEE considered Interpretability (Explainability, transparency,
provability), Fairness significantly more often in their behavior than nAIEE students.
The significantly higher considerations by AIEE students go along with these two
topics being central to both Al ethics education (Fiesler et al., 2020) and of the Al
ethics discussion in general (Hagendorff, 2020). Thus students AIEE may have been
more regularly confronted with these issues compared to nAIEE students. This
is interesting, since on a group level, these two principles did not show to differ
between groups. This indicates a potential normative pressure on not raising issues
of Interpretability (Explainability, transparency, provability) and Fairness in groups, not
affecting individual behavior. Nevertheless, other significant differences in higher
attitudinal ratings by AIEE students did not translate to individual behavior. Either
normative pressure or lower perceived behavioral control might have minimized
the greater consideration of EAIPs compared to students without AIEE.

At the same time, students from nAIEE did show more behavior regarding Reliability,
robustness, security as well as more consideration of Human Agency. For the Reliability,
robustness, security, the effect is consistent with behavioral patterns on a group
level. Since it is repeated on the individual level, with less external normative
pressure involved (Ellemers et al., 2019), the effect might be based on an underlying
attitudinal prioritization (Sanderson et al., 2022). The difference between the groups
indicates, that AIEE might be a relevant factor in minimizing Al students’ focus on
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Reliability, robustness, security, both in individual and group behavior.

Surprisingly, Human Agency also received higher levels of consideration by nAIEE
students than by AIEE students. This could be explained by multiple discussion
statements referring to Human Agency as a measure to increase accuracy. While the
tendency of using other ethical principles as interim targets for better predictions
was identified by Sanderson et al. (2022) for the principle of transparency, this thesis
is able to give evidence, that this effect might also occur for Human Agency. If there is
an interim effect for transparency among nAIEE students, it might either be smaller
than the significant difference by AIEE or be prevalent for both conditions in the
argument that greater transparency allows for better reliability and trust by users
(Table 4.5, G4, S4; G4, S3).

5.0.5 Inconclusive Results for Attitude Behavior Gaps

Previous studies found that ethics education may lead to increased awareness and
understanding of ethical principles, potentially resulting in different prioritization
patterns (Skirpan et al., 2018; Fiesler et al., 2020). Students with ethics education
might behaviorally prioritize those principles more than nAIEE students, as atti-
tudinally rated (H6 in section 4.3). While there have been no differences between
groups for attitudinal rankings (H7 in section 4.3), the investigation of differences
on the level of ABGs can still hold interesting findings. Mises et al. (2019) did not
find a correlation between cyber-ethical attitudes and behavior among IT students
in their study. This might be a hint for an ABG as also discussed by Sadeghi et al.
(2022) and Bada et al. (2019) for the ethical concept of security. (Griffin et al., 2024)
just recently published a study, qualitatively indicating the existence of the ABG
among Al developers for ethical topics. Sadeghi et al. (2022) checked for effects of
an educational intervention on the gap but did not find positive effects. To combine
this, the quasi experimental study in this thesis investigated two aspects for RQ3
and RQ4: Whether an ABG exists among Al students and if, whether AIEE might
be a factor influencing its prevalence. The researcher ran a correlational analysis
Table 4.8 as well as a Mc Nemar’s test Table 4.9 for possible similarities as well
as differences between attitudes and behavior. The combination of both analyses
allows for a bidirectional view on the ABG.

No Correlation between Attitude and Behavior. While there have been no indica-
tions for correlations between the attitudes and behavior of Al students on EAIPs,
the differential analysis showed differences for eight of the nine EAIPs, with only
Reliability, Robustness, Security showing no significant ABG (Table 4.9). Interest-
ingly, these differences go either way: Three variables have been considered more
often attitudinally than behaviorally. This is in line with the general understanding
of the ABGs that attitudes appear more pronounced than behavior (Bada et al., 2019;
Blake, 1999; Chang, 1998).

Evidence of Typical and Reversed ABG. Contrastingly, four other principles show
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significant differences in the other direction. These principles have been considered
significantly more often behaviorally than attitudinally. The applied measure com-
pared those three out of nine EAIPs, which have been considered by participants as
most important (both attitudinally and behaviorally). When investigating changes
from one principle to another on a set of nine principles (Rao et al., 2021) and only
investigating three answers, it is to be expected to find changes in both directions.
While limitations of this are discussed below (section 5.2), these effects give impor-
tant insights: It would also mean that there exists a significant ABG for the EAIPs of
Interpretability (Explainability, Transparency, Provability), Accountability, Lawfulness and
Compliance, and Beneficial Al. Even though, there also has been a significant effect on
Fairness, the effect size is negligible. The significant differences suggest, that while
Al students recognize the importance of these principles in attitudinally, they may
face challenges in applying them in practice. This could be due to a lack of practical
knowledge or resources to implement these principles effectively (Alhazmi and
Arachchilage, 2021; Prybylo et al., 2024). The complexity and ambiguity of these
principles may also contribute to the gap. For example, accountability involves com-
plex responsibilities that are difficult to define and implement (Vakkuri et al., 2019a).
Similarly, lawfulness and compliance require a deep understanding of regulatory
requirements, which many developers often lack (Vakkuri et al., 2020).

The absence of a significant ABG for Reliability, robustness, security suggests that,
taking both educational conditions together, Al students show relatively comparable
attitudinal and behavioral prioritization of the principle. While there has not been
a significant correlation, the p value for Reliability, robustness, security was closest
to significance compared to the other EAIPs. This consistency may be due to the
principle’s popularity (Sanderson et al., 2022) especially among nAIEE is seen above
in combination with the larger sample size of nAIEE in this study. It can also be
seen as a reason for the omnipresence of the argument, that the focus on accuracy
might influence close to every measure in this study.

For four principles, students exhibited more behavioral consideration than their
attitudinal prioritization would suggest. This could be due to practical or situational
factors, (Ajzen, 2014) or simply due to the choice of measure as described above.

Still, for Privacy this tendency suggests that while students may not prioritize Data
privacy as highly in their attitudes, practical considerations such as compliance
with regulations and the high awareness of the topic among practitioners could
drive their individual behavior (Lu et al., 2022; Sanderson et al., 2023). This effect
thus might have been strong enough to counter statements from the group work
phase, in which participants regularly discussed whether privacy is important at
all to the use case in tax investigation (Table 4.5). Still, these results contradict
results from multiple studies, that, even fully educated, developers often lack the
knowledge of how to consider privacy practically (Prybylo et al., 2024; Peixoto et al.,
2020; Balebako et al., 2014). It might be due to progress in the field and progress
in education in general, that the students have some different tendencies than
their working counterparts (Fiesler et al., 2020). Further investigation is advised to
understand the interplays of ABG regarding Data privacy.
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For Safety the reversed ABG indicates that practical concerns about preventing
harm and ensuring the safe operation of Al systems may lead to more frequent
behavioral consideration of safety, even if it is not a top attitudinal priority (Vakkuri
et al., 2019a). In the working phase, multiple participants mentioned that breaking
with this principle would undermine taxpayers’ trust in the system and thus might
strongly influence whether is could be operating in the first place. This argumenta-
tive influence from the discussion might have been a major factor for Safety to be
considered with higher priority in individual behavior than attitudinally.

The greater behavioral consideration of Human Agency could be due to two reasons.
Firstly, it might also be based on the practical necessity of maintaining human
oversight and control in Al systems. Going along with results from Seppéla et al.
(2021), the participants argued that especially for a use case in tax fraud, the system
should be a decision support system rather than a fully autonomous one. This
argument might have been especially prevalent by the discussion compared to
individual attitudinal evaluation. Secondly, the question used as a measure of
individual behavioral consideration directly followed the group discussion on how
to release of the model into practice. There, many students argued for human
involvement as an interim target for achieving both trust and higher reliability of
the system Table 4.5. Thus, the greater behavioral consideration could be explained
by the fact, that the students still had this argument in mind.

Differences on Attitude Behavior Gaps by Al Ethics Education. This study also took
into account the differences elicited by technology ethics education on the ABG of
Al students. For this, the occurrences of ABGs have been used. In this case, only
classical ABGs with a switch of prioritization away from the attitudinal focus have
been investigated.

From previous studies and the TPB, two outcomes could be expected. Either the
increased interest and knowledge in Al ethics (See section 4.1) shows itself in a shift
in perceived social and perceived behavioral control, which both, in turn, increase
chances of ethical behavior (Ajzen, 1991, 2014). This would lead to a smaller ABG
for AIEE students. Contrary, the complexity of practically following ethical conduct
as seen by some practitioners (Pant et al., 2024b), and the identification of practical
challenges (Prybylo et al., 2024) would minimize developers” perceived behavioral
control, thus not translating their high attitudes into behavior. The same effect could
have occurred, as described above, regarding taking over social norms from group
work towards favoring e.g. or disregarding other ethical principles (Sanderson et al.,
2023). If these tendencies are stronger than the facilitating effects of ethics education,
no differences in ABG might show. It is also possible to only see effects for certain
ABGs: AIEE students might show a smaller gap for principles which are more often
emphasized in ethics courses (Fiesler et al., 2020).

The results indicate significant differences in the ABG for the EAIPs of Lawfulness and
Compliance and Fairness between Al students who took a course on technology ethics
and those who did not. There were no significant differences in the ABG for other
ethical Al principles, including Reliability, robustness, security, and Accountability.
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This means that for Lawfulness and Compliance and Fairness there is a reduced ABG
among AIEE students. This is certainly interesting for these two principles, since
in the previously investigated measurement (RQ3), there was an indication of a
very small reversed ABG for Fairness. So, while Al students of both groups together
considered fairness just a little more often behaviorally than attitudinally, AIEE
showed fewer ABGs than nAIEE in this measure.

5.1 Overarching Discussion

Summarizing, we can assume that AIEE students did not only have increased Al
ethics knowledge and greater interest in Al ethics subsection 5.0.1, but they were also
more often following up on their attitudes with aligned behavior. While ethicists
would frame this as ethical virtue (Hagendorff, 2020), the TPB would explain it
with an alignment of attitudes, subjective norms, and perceived behavioral control
among AIEE students for these two principles. While the effect did not show for the
majority of principles, it could be an indicator that AIEE students have developed
a greater sense of for Lawfulness and Compliance and Fairness (Griffin et al., 2024;
Hagendorff, 2020). Since nAIEE did not show to have fewer occurrences of ABGs
than AIEE, it can be assumed that the ethical courage (Hess and Fore, 2018) to
consider Lawfulness and Compliance and Fairness could stem from technology ethics
education. While there was no difference between conditions for the ABG on the
popular EAIP of Reliability, robustness, security, there is an overall tendency that
AIEE students focus less on the principle than students without ethics education.
While EAIGs have different approaches, from rather broad approaches (Dilhac et al.,
2018; Floridi et al., 2018), that can be complex (Prem, 2023; Hagendorff, 2020), over
really short lists like the one by Microsoft Corporation (2019), that might be too
superficial (Hagendorff, 2020) to be practically relevant EAIGs (Whittlestone et al.,
2019).

Even though that the guideline from Rao et al. (2021) used in this study, falls into the
latter category by combining wide considerations from rather complex guidelines
with a checklist manner from the shorter ones (Hagendorff, 2020), the Al students
in this study still had issues clearly differentiating the principles. The (shallow)
analysis of themes in the mini focus group already indicated, that multiple students
saw the interconnection of topics that are considered in the EAIG. Thus, a deeper
analysis of these arguments in regard to pro and contra statements might yield
further insights. Still, it can be said, that the epistemic principles in Rao et al.
(2021) of the study received more attention in students” behavior than the general
ethical principles of the guideline. Especially Reliability, robustness, security drove
this effect, while Interpretability (Explainability, transparency, provability) fell short
in consideration. Still the students in the mini focus group recognized the effect
it can have, to allow for Fairness (Table 4.5, G18, S2) or Safety (Table 4.5, G10, S5)
going along with findings by Gilpin et al. (2022), that transparency can have an
intermediate use for other principles. Contrary, this interplay seems not exclusive
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to the direction from epistemic to general ethical principles(Rudy-Hiller, 2018).
Similarly, the mini focus group students saw the relevance of legal support and
understanding to be able to navigate Data Privacy, thus mentioning also Lawfulness
and Compliance as well as Human Involvement in the same vein (Table 4.5, G4, S4).
The latter has been mentioned as a necessary factor to create a trustworthy system
(Table 4.5, G4, S3). Thus, the omnidirectional direction from epistemic principles
being a necessary precondition for general ethical principles to apply (Rudy-Hiller,
2018) does not hold and needs rethinking.

Overall, the study of this thesis showed that, while Al students perceive Al compa-
rably with and without AIEE, there are differences in how they approach Ethics by
Design (Prem, 2023; Brey and Dainow, 2023). Students with AIEE show to have more
knowledge and interest in Al ethics, giving greater importance to EAIPs overall.
They might even have developed some ethical courage (Hess and Fore, 2018) to
practically consider a wider range of EAIPs and, in some cases, to bridge the ABG
for these principles more often than their fellow students without ethics education.
Still, there are also larger gaps for students who took AIEE.

5.2 Limitations

This study faces several limitations that should be considered when interpreting the
results, building on the discussion, and planning future research.

Limitations in the Study Design Overall, this study compared two groups of stu-
dents in a quasi-experimental study design. There has not been a direct experimental
manipulation but a comparison of true independent groups comparable over the
variable of AIEE. Thus results of this study might imply that differences could come
from AIEE, but due to the amount of possible additional factors, causality cannot
be guaranteed. Rather, this study resulted in correlational insights. It is advised for
future projects to apply these measures at the beginning and end of a semester to
experimentally verify differences that can be verifiably related to AIEE.

Limitations in the Sample The relatively small sample size limits the generalizability
of findings to the broader Al student population. Especially, the small number of
groups and participants for the behavioral analysis did affect the choice of statistical
methods, which meant losing important interpretable results. Additionally, effects
might be overestimated due to the small sample. The diversity in backgrounds
and experiences across different studies further complicates this issue (Schiff et al.,
2020; Harding et al., 2013). Still, it allows for greater external validity since future
developers come from different backgrounds with different variations in curriculum
(Fiesler et al., 2020; Shih et al., 2021) instead of only one monopolized educational
program.

Additionally, students’ self-selection into majors and ethics courses may have sig-
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nificantly influenced their current attitudes and behaviors, potentially skewing the
results (Kreth et al., 2022). Especially, a large proportion of students (see Table 3.1
and Table 3.3) indicated to study either Data Analytics and Decision Science (DADS)
or Computational Social Systems (CSS) at RWTH Aachen University. While DADS
focuses on a technical and business perspective of data science, CSS considers ethics
and psychology (RWTH Aachen University, 2024a,b). The curriculum shows inter-
woven ethical courses throughout the length of the studies. This is both an example
of integrated ethics education, and it might be affected by a self-selection bias of
students in the program. To protect participants’ privacy, the researcher decided to
combine studies into categories within the demographic questions. Thus, this effect
cannot be clearly differentiated from the studies in DADS. Further, while the first
intention of the project was to solely consider one compulsory ethics course (1 = 32),
due to time constraints in recruitment, other ethics courses have also been included
in the study (n = 10). Future studies should consider the potential individual effects
of educational background when designing their demographic questions and draw
clear lines to account for educational variability.

Limitations in Methods. Methodologically, the reliance on self-reported data, as well
as the group setting, introduces a social desirability bias (Randall and Fernandes,
1991), which can affect the accuracy of the reported attitudes and ABG. While the
researcher intended to control these effects and include them in the analysis of group-
level behavior, this bias is a common limitation in behavioral ethics research and
cannot be ruled out completely. Thus, it is advisable for future research to include
measures checking for the prevalence of social desirability effects. Additionally,
the mode of participation (in person, online) might have induced effects. Still,
in the frame of this thesis, these two modes became necessary to recruit enough
participants, especially for the AIEE condition, as a small section of the overall Al
student population.

Limitations in Measures. Firstly, one limitation concerns the measure of attitudes
towards Al. Since previous research often investigated users of Al regarding their
knowledge or familiarity with Al, this study used these established measurements
to investigate attitudes on Al Considering that Al students in their lives are users of
Al and developers, it might be possible that they read and answered these questions
on attitudes towards Al from a user’s perspective. If true, the results of this part of
the study rather reflect the perspective of Al students as users than their professional
perspective. Thus, the two parts of the study (Al in general and EAIPs specifically)
would have measured different perspectives on Al It is up to future research to
investigate this possibility, as well as to verify that the measures used only allow for
one interpretation if a person can take over multiple roles within the same context.

Additionally, there are three limitations concerning the measurements on the ABG.
Firstly, the behavioral measure of this study might rather measure intention than
strictly measure behavior. This is a common limitation in behavioral ethics research
(Sadeghi et al., 2022; Gino et al., 2009). The researcher attempted to balance be-
tween a study design that was easy to administer and analyze while gaining valid
insights into behavior and the ABG, which are harder to operationalize. In addition,
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the binary approach to measuring the ABG may have oversimplified the nuanced
interactions between attitudes and behaviors (Blake, 1999; Ajzen, 1991). Further,
differences in the framing of questions between the attitudinal “principle impor-
tance” and the behavioral ‘challenge importance’ may have affected the validity of
comparisons. While there is a nuanced difference, asking for the most important
challenges in the working was one way to acquire insights into practical considera-
tion of principles, without asking for these principles. Thus, this study may not fully
capture the complexity of ethical attitudes and ethical behavior. Further research
should develop and validate measures that operationalize the ABG practically.

Overall, this thesis aimed to investigate many aspects of ethical Al development
under Al ethics education within one research design. While this allowed for a broad
overview on multiple topics, from general algorithm appreciation over attitude and
behavior to the gap between both regarding a large set of ethical principles within
an environment to simulate a working environment, the internal validity of the
study suffered under these ambitions. Still, future work can possibly build on the
results of this study.

5.3 Future Work

Future research has multiple directions to investigate. First, the results of this
study offer more aspects to be analyzed, s.a. the technical arguments used by
the participants on how to develop Al in tax fraud detection or a more in-depth
investigation of studies regarding the measures. Additionally, the qualitative data
might provide further insights into how, in detail, future developers approach the
individual EAIPs, their interplays and how they view the EAIPs to be related with
the concept of trust, being mentioned multiple times during the mini focus groups

Beyond this study itself, even more aspects are crucial to investigate. First, it is
worthwhile to explore a sample that goes beyond a single university and takes a
national or international view on the topic. Contrarily, future samples could also
be dedicated to individual studies to find out whether the effects in this study are
solely based on one ethics course or whether they rather stem from a large effect
coming from an individual study program. In this study, the study program of
Computational Social Systems has shown to take up a large section of participants
from the AIEE condition. It could be worthwhile investigating differences between
this subsample alone and a sample from other studies in a deeper manner to validate
the program and understanding of the topic.

The topic also asks for more analyses of curriculum design and pedagogies (Fiesler
et al., 2020; Hess and Fore, 2018). This study did not give a result on especially good
or bad pedagogical approaches that lead to differences between Al students with
and without AIEE. Further studies could include comparative designs of different
pedagogical approaches, such as case studies, hands-on projects, or interdisciplinary
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collaborations, to determine which strategies are most effective in eliciting changes
or even for bridging the attitude-behavior gap.

Also, it is important for future research to take a more in-depth look into the
intersection of Al expertise and ethical decision-making and courage (Hess and
Fore, 2018). Especially for Al ethics, validated assessment tools are still missing, but
they yield great benefits for the research community. This includes measures for
Al ethics literacy and ethical Al decision-making. Additionally, ethical Al courage
might be harder to operationalize, but insights might be even more relevant to
follow up on demands from EAIGs (Prem, 2023; Hagendorff, 2020) when their bare
existence has shown not to be effective for ethical behavior (McNamara et al., 2018).

Further, the actual implementation surrounds AI developers. While this study
showed differences in AIEE for Al students, it may be relevant to understand the
current conditions for teams that current students will soon be a part of. These new
social contexts might come with new social norms (Ajzen, 2014) and thus different
possible outcomes for the ABG.

Additionally, it is important to consider other scenarios aside from Al in tax fraud
investigations. Different contexts of Al have been shown to generate different
responses for ethical measures (Reimenschneider et al., 2011). Thus, Al students’
attitudes towards Al, attitudes and behavior regarding EAIPs might be severely
different for other application domains. This, in fact, might be in a close interplay
with the educational background of students focusing on a certain domain or being
influenced by the culture at their university.

Taken together, this study opens up numerous directions for future research in
Al ethics education. These future research directions will contribute to a more
comprehensive understanding of how to effectively instill ethical considerations in
Al education and practice, ultimately leading to more responsible Al development
and deployment.
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The development of Al systems has significant ethical implications, with the po-
tential for both beneficial and harmful impacts on society (Hagendorff, 2020; Prem,
2023). Despite the existence of numerous ethical Al guidelines and principles, Al stu-
dents and developers often lack high levels of ethical literacy from their education,
to consider them in their work (Schiff et al., 2020; Harding et al., 2013; Sanderson
et al., 2022). Simultaneously, some students are receiving education on technology
ethics (Fiesler et al., 2020). Griffin et al. (2024) even framed this as a growing amount
of ethical wisdom in the community. Still, there is little known about the differences
between future Al developer with and without ethics education in their general
attitudes toward Al and their attitudes and behavior regarding ethical AL

To fill this gap, 98 Al students participated in a two-part study. While the whole
sample answered a questionnaire on their perception of Al and EAIPs, a subsample
worked on how to approach an Al case study within a focus group. Students either
previously had taken courses on technology ethics or not.

The results of this quasi-experimental study indicate that Al students have posi-
tive attitudes toward whether to apply Al systems, not differing between students
who underwent AIEE and those who did not. Still, students who did have AIEE,
approach questions of the how in Al development differently to those who did
not undergo AIEE. Also, they show to have greater knowledge and interest in Al
ethics. This shows itself differently in their attitudes and behavior regarding the
nine investigated EAIPs. While attitudinally, students with AIEE view EAIPs with
greater importance, this is different for behavior.

Overall, the Al students showed great consideration of the principle of Reliability,
Robustness, Security, going along with other studies (Sanderson et al., 2022), which
indicates that there is a focus of Al students on questions around reliable results of
Al systems (Sanderson et al., 2022). Students without ethics education even show
significantly greater behavioral consideration of Reliability, Robustness, Security in
Al This effect occurred both in group work and individual behavior. In contrary,
students who had AIEE included a wider range of principles in their behavior
than those without AIEE. Generally, this study indicated the prevalence of complex
ABGs among Al students: While typical tendencies of ABGs were prevalent for e.g.,
Interpretability (Explainability, transparency, provability) Accountability, other EAIPs
have been considered fairly less attitudinally, than behaviorally. Al students showed
fewer ABGs for Lawfulness and compliance as well as Fairness. While there are
limitations on the investigation of the ABGs due to selection of measurements, and
sample size, the general tendency could be an indicator of the benefits of Al ethics
education on how Al students approach ethical AI development.

In conclusion, this study suggests that AIEE may be an important factor in better
incorporating EAIPs into practice, but the complex interactions of EAIPs within
guidelines are difficult to address with AIEE alone. This is particularly worrying
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as the guideline for this study (Rao et al., 2021) came from a section of approaches
explicitly designed to support ethical Al development in practice. However, this
thesis only provides a glimpse into a more holistic investigation of the impact of
ethics education on the development of ethical Al and also points to gaps that still
need to be filled before we can move even closer to ethical AL
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Appendix A

Recruitment Material

This appendix includes the recruitment material for the study. Those include a flyer
for the mini focus group study, a flyer for the questionnaire study and a web post
and image for the study in general. All links and QR codes lead to the sign up
procedure of the study in Appendix B.
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STUDENT?

SOLVE A COMPLEX
CASE STUDY TOGETHER
WITH YOUR PEERS

Study Participation Requirements:

- min. 18 years old

— fluent in English

- enrolled student
in studies with courses on
data science, machine learning,
Al or comparable

RWTH Informatikzentrum

'sl Entry Opposite to
Mies-van-der-Rohe-Str. 39

Figure A.1: Mini Focus Group Flyer
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Al
STUDENT?

~ PRACTICE FOR YOUR EXAMS  WINPRIGES
WORTH

Study Participation Requirements: 30min max.

Monday, Thursday, Friday
09:00 - 13:00

14:00 - 18:00

min. 18 years old
fluent in English
enrolled student
in studies with courses on
data science, machine learning,
Al or comparable
Room 5053.1
ISI RWTH Informatikzentrum
Entry Oppossite to
Mies-van-der-Rohe-Str. 39

Figure A.2: Questionnaire Flyer
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STUDENT?

SOLVE A COMPLEX
CASE STUDY TOGETHER
WITH YOUR PEERS

+ a chance to win prices worth 200€

Figure A.3: Online Recruitment Image
Online Recruitment Text. In this study, you'll work on a complex Al Case Study, to practice
your case study skills together with fellow students - both for your upcoming exams and
for future job applications. You'll learn about an industry standard AI Design Workflow to
work on the matter. Additionally you answer questions on your views on Al
For compensation, you receive either 20€ cash or 2 Participation hours for your studies in
informatics at RWTH University. Additionally, you have the chance to win 200€ in cash
prizes with extra chances to win if you refer the study to friends.
Sign-up via www.soscisurvey.de/perceptionofai/?q=signup or using the QR code on the
flyer. Students with less time or outside Aachen can participate in a shorter online version
via https:/ /www.soscisurvey.de/perceptionofai/?q=ga01.



Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

87

Appendix B

Signup

B.1 Signup-Procedure

This appendix shows the SoSci Survey (Leiner, 2024) web pages for selecting how
to participate in the study. The participants could either sign up for the in person
mini focus group, the online mini focus group, the in person questionnaire or the
online questionnaire. The procedure for this and for splitting up the participants in
AIEE and nAIEE groups can be viewed in the first section. The second section of
this appendix includes the signup-page from meetergo.com (meetergo, 2024) that is
embedded within the signup process or was to be entered via an individual link
above.
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whatstudy

Sign-Up for Study on a Complex AI Case Study

While the public is discussing AI without much knowledge, you are on your way to
potentially joining the AI development work force.

In this study, you will work on a complex AI Case Study, to practice your Case Study
skills and give important insights to research on Al

You must fulfill the following requirements:

e 18+ years old

« enrolled as a student with courses in data science, machine learning or other
Al topics.

« proficient in English (B2 or above)

The study is part of a research project at the Chair Individual and Technology at
RWTH supervised by Prof. Rosenthal-von der Putten.

Previously, this study was run in person, so I was able to give out compensation in
cash. Within the online version, you enter the lottery on three money-prizes worth
200<€.
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1. There are three different versions to take part.

How do you want to participate?

I like to participate in

a focus group study with fellow students on a complex Al case study
based on an industry AI development lifecycle model

over 90min

at Informatikzentrum RWTH Aachen University

As a thank you, I'll receive
o 20€ cash OR 2 participation hours
o an entry in the lottery on cash prizes worth 200€

a focus group study with fellow students on a complex Al case study
based on an industry AI development lifecycle model

over 90min

Online via zoom in Central-European-Time

As a thank you, I'll receive
o 20€ cash OR 2 participation hours
o an entry in the lottery on cash prizes worth 200€

an individual questionnaire study on a complex Al case study
over 45min
at Informatikzentrum RWTH Aachen University

As a thank you, I'll receive
o 10€ cash OR 1 participation hour
o an entry in the lottery on cash prizes worth 200€

a questionnaire study on a complex Al case study
over 30min
Online

As a thank you, I'll receive
o an entry in the lottery on cash prizes worth 200€
o 0.5 participation hours if needed
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SUO5 What study?

1 = a focus group study with fellow students on a complex Al case study based on
an industry Al development lifecycle model over 90min at Informatikzentrum
RWTH Aachen University As a thank you, I'll receive 20€ cash OR 2 participation
hours an entry in the lottery on cash prizes worth 200€

4 = a focus group study with fellow students on a complex Al case study based on
an industry Al development lifecycle model over 90minOnline via zoom in Central-
European-Time As a thank you, I'll receive 20€ cash OR 2 participation hours an
entry in the lottery on cash prizes worth 200€

2 = an individual questionnaire study on a complex Al case study over 45min at
Informatikzentrum RWTH Aachen University As a thank you, I'll receive 10€ cash
OR 1 participation hour an entry in the lottery on cash prizes worth 200€

3 = a questionnaire study on a complex Al case study over 30min Online As a
thank you, I'll receive an entry in the lottery on cash prizes worth 200€0.5
participation hours if needed

-9 = Not answered

6 Active Filter(s)

Filter SUG5/F1

If any of the following options is selected: 1

Then display the questionnaire page(s) whatcourses-fgsignup
(otherwise hide them)

Filter SUG5/F2

If any of the following options is selected: 2, 3

Then hide the questionnaire page(s) whatcourses-fgsignup
(otherwise display them)

Filter SUG5/F3

If any of the following options is selected: 2

Then display the questionnaire page(s) gaoffline (otherwise
hide them)

Filter SUO5/F4

If any of the following options is selected: 1, 3

Then hide the questionnaire page(s) gaoffline (otherwise
display them)

Filter SUG5/F5

If any of the following options is selected: 3

Then display the questionnaire page(s) gaonline (otherwise
hide them)

Filter SUO5/F6

If any of the following options is selected: 1, 2

Then hide the questionnaire page(s) gaonline (otherwise
display them)
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2. What courses have you finished so far?
Select the one’s that are closest to what you visited so far.

We will order you into groups based on your broad previous knowledge.

OO0 O ool O Ooddoddoooooon

Actions and Planning in Al

Advanced Methods in Automatic Speech Recognition
Algorithmic Foundations of Datascience
Algorithmische Lerntheorie

Algorithms for Politics

Applied Data Analysis

Automatische Spracherkennung

Business Process Intelligence
Combinatorial Optimization

Computer Vision 1/ 2

Data Analysis and Visualization

Data Driven Medicine

Einfiihrung in Algorithmisches Differenzieren

Einfiihrung in die Ethik (Technikphilosophie) / Introduction to the
Philosophy of Science and Technology

Ethics, Technology, and Data / Ethics of Artificial Intelligence and
Robotics

Explainable AI and Applications
Exploratory Data Analysis

Fundamentals of Business Process Management

High-dimensional Probability for Mathematicians and Data Scientists

Introduction to Data Science

Konzepte und Modelle der parallelen und datenzentrischen
Programmierung

Kiinstliche Intelligenz
Machine Learning
Mathematical Foundations of Machine Learning

Mathematical Methods of Signal and Image Processing
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O oo ddooododn

Mathematics of Data Science

Moral Reasoning / Ethics of Economics

Nonlinear Optimization

Privacy and Big Data

Privacy Enhancing Technologies for Data Science
Probabilistic Programming

Project: Analytics and Optimization

Reinforcement Learning and Learning-based Control
Semantic Web

Social and Technological Change

Statistische Klassifikation und Maschinelles Lernen
Statistische Methoden zur Verarbeitung natiirlicher Sprache

Others and I still have some background in the field of Al
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SUO2 What Courses: Residual option (negative) or
number of selected options

Integer

SU02_37 Actions and Planning in Al

SU02_01 Advanced Methods in Automatic Speech
Recognition

SU02_02 Algorithmic Foundations of Datascience

SU02_03 Algorithmische Lerntheorie

SU02_04 Algorithms for Politics

SU02_05 Applied Data Analysis

SU02_06 Automatische Spracherkennung

SU02_31 Business Process Intelligence

SU02_07 Combinatorial Optimization

SU02_38 Computer Vision1/ 2

SU02_08 Data Analysis and Visualization

SUO®2_09 Data Driven Medicine

SU02_10 Einfiihrung in Algorithmisches
Differenzieren

SU02_34 Einfiihrung in die Ethik
(Technikphilosophie) / Introduction to the
Philosophy of Science and Technology

SU02_11 Ethics, Technology, and Data / Ethics of
Artificial Intelligence and Robotics

SU®2_36 Explainable AI and Applications

SUO2_12 Exploratory Data Analysis

SU02_13 Fundamentals of Business Process
Management

SU02_14 High-dimensional Probability for
Mathematicians and Data Scientists

SU02_15 Introduction to Data Science

SUO2_16 Konzepte und Modelle der parallelen und
datenzentrischen Programmierung

SU02_17 Kiinstliche Intelligenz

SU02_18 Machine Learning

SUO2_19 Mathematical Foundations of Machine
Learning

SU02_20 Mathematical Methods of Signal and Image
Processing

SU02_21 Mathematics of Data Science

SU®2_33 Moral Reasoning / Ethics of Economics

SUG®2_22 Nonlinear Optimization

SU02_35 Privacy and Big Data

SU®2_23 Privacy Enhancing Technologies for Data
Science

SUO2_24 Probabilistic Programming
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SUO®2_25 Project: Analytics and Optimization

SU02_26 Reinforcement Learning and Learning-
based Control

SU02_27 Semantic Web

SU02_28 Social and Technological Change

SUB2_29 Statistische Klassifikation und
Maschinelles Lernen

SU02_30 Statistische Methoden zur Verarbeitung
natlirlicher Sprache

SU02_32 Others and I still have some background in
the field of Al

1 = Not checked
2 = Checked

SU02_32a Others and I still have some background
in the field of Al (free text)

Free text

5 Active Filter(s)

Filter SUG2/F1

If any of the following options is selected: 11, 23, 28, 33, 34,
35, 36

Then display question/text SU®3 placed later in the
questionnaire (otherwise hide)

Filter SUG2/F2

If any of the following options is selected: 1, 2, 3, 4, 5, 6, 7, 8,
9, 19, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25, 26, 27,
29, 30, 31, 32, 37, 38

Then display question/text SU®4 placed later in the
questionnaire (otherwise hide)

Filter SUG2/F3

If any of the following options is selected: 11, 23, 28, 33, 34,
35, 36

Then display question/text SUO3 placed later in the
questionnaire (otherwise hide)

Filter SUG2/F4

If any of the following options is selected: 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25, 26, 27,
29, 30, 31, 32, 37, 38

Then display question/text SUG4 placed later in the
questionnaire (otherwise hide)

Filter SUG2/F5

If any of the following options is selected: 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38

Then hide question/text SU12 placed later in the
questionnaire




Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

Page 03

fgsignup

Thanks for coming so far!
Please sign up for sessions that have other participants already, to create
full groups. Thank you!

-- Please wait for the calendar integration to load. If it does not work,
please go to https://my.meetergo.com/itec-study/aiep-eail-fg --

If you refer this link to friends, be reminded that they should also select
which courses they took already, for the study-relevant balance of group
members.

Thanks!

Thanks for coming so far!
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Please sign up for sessions that have other participants already, to create
full groups. Thank you!

-- Please wait for the calendar integration to load. If it does not work,
please go to https://my.meetergo.com/itec-study/aiep-neail-fg --

More timeslots will be opened up in the upcoming days. Sign up for the
waitlist: https:/forms.office.com/e/NC7hP29TAf

If you refer this link to friends, be reminded that they should also select
which courses they took already, for the study-relevant balance of group

members.
Thanks!

You can close this tab after completing this page. Thanks!
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Page 04

gaoffline
Drop by spontaneously or book a slot below!

If you come around spontaneously, please keep these slots in mind.
Sometimes other organizations block the room with their events.

-- Please wait for the calendar integration to load. If it does not work,
please go to https://my.meetergo.com/itec-study/aiep-ga--

On the next page you find the location of your session.
Looking forward!
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You can close this tab after completing this page. Thanks!

Page 05

gaonline

Okay, nice.

You selected to take the online questionnaire.

Start right here.

You can close this tab after using the link. Thanks!

Last Page

Thank you for supporting science!

Take care
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B.2 meetergo.com signup page

99

B.2 meetergo.com signup page

This appendix includes the focus group signup page in the meetergo (2024) online
tool for both the questionnaire study alone as well as the mini focus group study,
combining both questionnaire and mini focus group participation.

Signup for a slot to take the questionnaire study

Ben Schultz

M Questionnaire
on Complex Al Case
Study

Q RWTH Informatikzentrum
(O 30 minutes
@ Europe/Berlin 16:40 w

2024 Juni >

M n] M n] F

[
[

Keine Zeiten flir diesen Monat

. MNachsten Monat ansehen
Please sign up for any slot

available. - No time to be there
in person? Get your chance to
win, by participating online!
https://www.soscisurvey.de/perc
s
eptionofai/?g=ga01

<« #~ Fehlerbehebung

erstellt mit meetergo
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100 B Signup

Signup for a slot to take the focus group study

(94 Benutzereinladen)},I L ) 8 o “':‘E}’

Ben Schultz
Focus Group on Complex Al Case Study

9 RWTH Informatikzentrum

( 1 hour, 30 minutes

@ Europe/Berlin 16:08 -

Thanks for coming so far! Please sign up for sessions that have other participants already, to

create full groups. Thank you! || More timeslots will be opened up in the upcoming days. Sign
up for the waitlist: https://forms.office.com/e/NC7hP29TAf

L€ Fehlerbehebun
-/ e g

2024 Juni >

Keine Zeiten fiir diesen Monat

Nachsten Monat ansehen

erstellt mit (L) meetergo
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Appendix C

Email Communication with
Participants

This appendix includes meetergo scripts used to automatically send an email to
future participants after signup and as a reminder one day before the mini focus

group.

C.1 After SignUp

Title:

Confirmed: 'M.Meeting.Name on !M.Meeting.StartDate
Text:

Hi 'M.Guest.Fullname,

Your 'M.Meeting. Name on !M.Meeting.StartDate at M.Meeting.StartTime o clock
has been confirmed.

Full groups are crucial for the success of our study. If you need to reschedule, please
let me know well in advance. Your cooperation is greatly appreciated, and we hope
to see you at the event as scheduled.

I’'m looking forward to seeing you. Best Regards Ben Schultz +49 15771300374
Reschedule: 'M.Meeting.Reschedule

Cancel: !M.Meeting.Cancel
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102 C Email Communication with Participants

C.2 Reminder Email

Title:

Reminder: M.Meeting.Name at !M.Meeting.StartTime on !M.Meeting.StartDate
Text:

Hey 'M.Guest.Fullname

this is a friendly reminder for your !M.Meeting. Name on !M.Meeting.StartDate at
'M.Meeting.StartTime .

The session will take place at the RWTH Informatikzentrum in Seminar-Room b-it
5053.1. Enter the Informatikzentrum opposite to Mies-van-der-Rohe-5tr. 39. Go left
in the entrance hall. Take the second glass door on the right (opposite to lecture
hall AHO06.) to the learning facility of b-it 5053. Within, you find the room in the left
corner. If you do not find the location, please do not hesitate to call me. I'm looking
forward to seeing you. Best Regards Ben Schultz +49 15771300374

'M.Meeting.Link
M.Meeting.Description

IM.Guest.QuestionsAnd Answers



Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

103

Appendix D

Questionnaire

This appendix includes the full version of the questionnaire in variable view for
participants that, in person, participated both in the mini focus group and answered
the questions afterwards on the PC. Thus, this is the longest version of the question-
naire, including explanation of both mini focus group and questionnaire procedure.
This version also includes variable IDs and code for automatic adjustments based on
previous answers. The inclusion of these influences the layout within the appendix,
but allows for replication of the study. Both a version as shown to participants
(Gallery view) as well as the other questionnaire versions (Mini focus group + ques-
tionnaire online; questionnaire in person, questionnaire online) are uploaded to the
OSF. Also, the legal documents for participants can be found uploaded to the OSF.
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perceptionofai — all®1 30.06.2024, 17:22
Page 01
WEL

Study: Complex AI Case Study

We are thrilled that you are willing to participate in an exciting research project focused on understanding future developers'
perspectives on emerging technologies and their applications, focusing on artificial intelligence (AI).

We are investigating the opinions and decisions of future AI system developers. As a student in computer science, data science,
or comparable studies, you will be in the position of shaping the technological landscape. Thereby, your insights are valuable to
our understanding of the future landscape of artificial intelligence.

Your answers cannot be right or wrong. It is about your perceptions and opinions. If you are not completely confident in your
answers, there is no harm in that. Most questions can and should be answered "from the gut".

Please read all the information thoroughly.
If you delete the cache of the study during the questionnaire, your intermediate progress will be lost.
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Procedure of This Study: Complex AI Case Study

In this study, we aim to explore your experiences, knowledge, and opinions regarding the exciting world of emerging
technologies.

We are particularly interested in understanding how you'd personally proceed to tackle a development case within a focus
group setting. You'll learn about an industry-standard development cycle for AI to solve the a use case within the

group. Additionally, you'll go through a questionnaire on your interest in Al, its potential applications in different fields, and your
attitude to the advantages and disadvantages of these technologies.

The session is split into two sections:

1. Focus Group (approx. 60 min)
1. case study presentation
2. input on a industry-standard development lifecycle
3. discussion
4. individual summary of discussion results

--- if needed: Short Break---
2. Questionnaires (approx. 3@ min)

Including buffers and break, the study takes max. 90 minutes to finish.

Compensation

After participation in this study, you receive a ticket for a lottery for 100€/50€/50€. Additionally, you can refer the study to

colleagues and friends to increase your chances of winning. More information on the lottery at the end of the study.

Additionally, you can choose between two compensations for a thank you to being here in person:

e 20€ in cash
2 participation hours for your studies

Terms of participation

« Prerequisites for participation are that you are at least 18 years old, have a minimum level B2 proficiency in English
(independent use of language) and are currently enrolled as a student in a programme or degree that includes courses on
data science, machine learning or artificial intelligence (AI) in general.

« Participation in this study will take approx. 98 minutes.

« No personal data will be collected. Your data will be stored completely anonymously and used exclusively for scientific
purposes.

« For anonymization, your recordings, and answers are stored under a random code word that you yourself will create based
on a certain rule. It results in an individual code word that no one but you can know. This means that it is not possible for
anyone to associate your data with your name.

You can subsequently use this code to request the deletion of your data.

« The retention period for the fully anonymized data is at least 10 years after data evaluation, or at least 10 years after the
publication of a paper on this study.

« Participation in the study is voluntary. You may discontinue participation in this study at any time, without giving any reason,
and without any disadvantage.

« A computer or tablet should be used for optimal display. If you are using a smartphone, please use it in landscape format.

« You are only entitled to compensation as long as you complete the study honestly.

You can download a detailed version of the conditions of participation as a PDF file here:
Download file

If you have any questions, please contact

itec@humtec.rwth-aachen.de
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Declaration of Consent

As this survey is conducted online and the data is collected anonymously, your consent to participate is not con

with a signature. Rather, the selection below constitutes your consent.

(If you agree to participate, you will begin the study after clicking the “Continue” button.)

I declare that I have been fully informed about the terms of participation and that I understand that my participation in
O the study is voluntary.

I also understand that I can withdraw from participation at any time without any disadvantages and that I can have the

data subsequently deleted with reference to the random code assigned to me.

O No, I do not agree and do not wish to take part in the survey.

AOO06 Declaration of Consent QU

1 =1 declare that I have been fully informed about the terms of participation and that I understand that my participation in the study is
voluntary. I also understand that I can withdraw from participation at any time without any disadvantages and that I can have the data
subsequently deleted with reference to the random code assigned to me.

2 = No, I do not agree and do not wish to take part in the survey.

-9 = Not answered

2 Active Filter(s)

Filter AGO6/F1
If any of the following options is selected: 2
Then display the text Z910 and finish the interview, after the next button was clicked

Filter AGO6/F2
If any of the following options is selected: 1
Then hide the questionnaire page(s) NoAgr (otherwise display them)

Page 03

NoAgr

Thank you for considering taking part. We understand your decision, although we would like to express our regret:

Should you change your mind at a later date or if you have misclicked, you are welcome to participate in the study later on.

Still, I'd be happy if you refer this study to others, that match the criteria.
Thank you very much!
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1. To participate in this study, you must fulfill all four criteria.

E] I am older than 18 years.

Page 04
INCL

E] I speak English fluently on a level similar or above B2.

D I am currently enrolled/have been enrolled lately as a student in a program or degree that includes courses on data
science, machine learning or artificial intelligence (AI) in general.

E] I did not take part in the other version of this study before (Focus Group/Online Questionnaire).

A013

A013 Inclusion Criteria: Residual option (negative) or number of selected options

Integer

A013_01 |..I am older than 18 years.

A013_02 |..I speak English fluently on a level similar or above B2.

A013_03 .1 am currently enrolled/have been enrolled lately as a student in a program
or degree that includes courses on data science, machine learning or artificial
intelligence (AI) in general.

A013_04 I did not take part in the other version of this study before (Focus

Group/Online Questionnaire).

1= Not checked
2 = Checked

1 Active Filter(s)

Filter A®13/F1
[inactive] No condition selected
Then display the text Z905 and finish the interview, after the next button was clicked

Page 05
RC

$codel
$code2
$code3
$codes

put('AG09_01', random(10,
put('AG09_02', random(10,
put('A@@9_03', random(10,
put('AG@9_04', random(10,

value('A0@9 01",
value('A009_02"',
value('A@09 03",
value('AG09 04",

<b><br><br> Your code is:

99));
99));
99));
99));

'free');
'free');
'free');
'free');

html('<p><b>Anonymous Random Code</b><br><br><br>You are assigned a random code to anonymously map you
<br><br>Additionally, you can use this code to delete your data in hindsight. You can request the dele
'.$codel.'-"'.$code2."'-"'.$code3. '-"'.$coded." </b></p>"');

rn
tio
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Page 06
TF

2. Introduction to the study:

Al in Tax Fraud Detection Systems

Efficient and equitable taxation is essential to ensure the proper utilization of financial resources in a society. Regrettably,
instances of tax fraud by individuals and businesses can compromise the integrity of the taxation system. In this context,
technology, especially Artificial Intelligence (AI), can be given a new role in identifying tax fraud and safeguarding the interests
of law-abiding taxpayers.

The Case of Germany

Tax fraud involves deliberate attempts to mislead authorities by employing dishonest means: concealing income, inflating
expenses, money laundering, falsifying documents, offshore tax evasion, VAT fraud, payroll tax evasion. In 2020 alone, only 1.25
billion euros of the estimated 50 billion euros in illegal tax fraud were legally confirmed by final judgements in 7153 cases
(Sliddeutsche Zeitung, 2021; Frankfurter Allgemeine Zeitung). Compared to the German tax revenues of around 831 billion euros
in 2020 (Bundesfinanzministerium, 2021), there is an estimated potential of up to +5% in tax revenues by better prevention and
identification of tax fraud.

The Methods

In Germany, the tax authorities rely on various methods for identifying tax fraud. These include regular tax audits, cross-
checking, and a risk-based approach to identify cases for further investigation. Additionally, Germany has a whistleblower
program that allows individuals to report confidential information about potential tax fraud. On an international level, the country
cooperates with other nations to combat cross-border tax evasion and financial crimes.

Tax fraud investigations involve evidence collection like financial documents and bank records. After sufficient evidence, a
preliminary assessment identifies the parties involved and the amount of evaded taxes. Once a strong case is established, the
accused is formally notified and allowed to respond. When someone denies wrongdoing, legal action ensues. A court evaluates
evidence and arguments before giving a verdict based on the law. If found guilty, the accused may face fines, tax repayment, or
even imprisonment. Both parties can challenge the decision, leading to a higher court review.

Al in tax fraud detection

For a long time, tax authorities have relied on manual techniques, which can be both time-intensive and inefficient, to detect
fraudulent activities. This is where the application of Al could become significant. Through the utilization of algorithms and data
analysis, Al could scrutinize vast volumes of financial and personal data. It could discern patterns and deviations that might
signify potential instances of fraud. By continuously learning from past tax fraud cases and adapting to evolving fraudulent
tactics, Al systems can improve their ability to identify suspicious behavior and alert tax authorities.

Still, algorithms used in tax fraud detection can differ widely: From rule-based systems through general anomaly detection to
deep learning or behavioral analytics; This diversity of AI-powered tax fraud detection offers a broad spectrum of tools for
identifying fraudulent activities. The choice of approach depends on factors like the system's complexity, available data, and
desired level of accuracy. Striking a balance between reducing false positives, detecting emerging fraud tactics, and maintaining
interpretability remains a challenge across these approaches.

Potential of Al

Tax experts see Al as an important tool for achieving tax justice, claiming that it will become increasingly impossible to evade
one's tax obligations (Handelsblatt, 2021). For example, the Financial Crimes Investigation Office of the State North Rhine-
Westphalia (Germany), which was set up in March 2023, aims to make greater use of digital investigation methods and artificial
intelligence in the fight against financial crime and tax evasion in the future.

Your Role
Imagine, that you are one of the developers working in this team at the Financial Crimes Investigation Office.

By integrating the principles of German tax enforcement and utilizing advanced Al technologies, your team aims to effectively
and efficiently strengthen the integrity of the tax system to ensure just treatment for all taxpayers.

<p>--------- <br>Please read until the end of the case study as well as the 9 step development lifecycle model. <br>Afterward, join back at
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Please read until the end of the case study as well as the 9 step development lifecycle model.
Afterward, join back at the main table.

Page 07
FG

<h2>Discussion</h2>

<p>Please read until the end of the case study as well as the 9-step development lifecycle model printed on the paper. <br>Afterwards, join ba
</p>

<br><br>Please wait for each other to start into the collective discussion.</p>
<br>
<p> Continue here, after the discussion.</p>

Discussion

Please read until the end of the case study as well as the 9-step development lifecycle model printed on the paper.
Afterwards, join back at the main table.

Please wait for each other to start into the collective discussion.

Continue here, after the discussion.

Page 08
EndFG

FGO1

Final Questionnaire
Thank you for participating in the focus group.

Now, for deeper understanding, you'll answer a follow-up questionnaire (3®min) on your decision-making process, your interest in
Al its potential applications in different fields and your attitude to the advantages and disadvantages of these technologies.
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Page 09
EAIP

In a development process for an Al system like the tax fraud detection system as used by the Financial Crimes Investigat
Office of North Rhine-Westphalia, developers go through many steps and have many diverse decisions to make. Every time, they
have to prioritize between these different aspects, also called design principles, since time and resources are scarce and usually,
you cannot optimize all of these aspects towards perfection.

Please read through the list of different design principles to consider when developing such a system.

Design Principle

Interpretability
(Explainability,
Transparency, Provability)

Reliability, Robustness,
Security

Accountability

Data privacy

Lawfulness and
compliance

Beneficial Al

Safety

Human agency

Fairness

. .
Description

Explanation of the decision:

Each/any person concerned is explained in a generally understandable way why the system has
classified him/her as a potential tax fraudster.

Reliable and secure tax fraud detection:

The automated identification of tax fraud by the computer system works consistently almost
without errors, even in edge cases. It utilizes advanced security measures against hacker attacks
and is always kept up to date with the latest security technology.

Full responsibility with the tax authority:

Should the automated tax investigation system lead to false accusations, the responsible tax
authority bears full responsibility for any damage incurred.

Use of data for a specific purpose only:

Only the necessary data is used by the automated tax investigation system. Any other use of the
considered data is excluded.

Adherence to legal and regulatory requirements:

All stakeholders involved in the design and implementation of the algorithmic tax fraud detection
system strictly comply with the law and relevant regulatory regimes. They ensure that the tax fraud
detection systems’ procedures and decisions are lawful and in accordance with established
guidelines.

Promoting the common good:

Both the process of development and the tax fraud detection system itself consider the common
good of the society for safeguarding economic resources in an open, cooperative and sustainable
way.

Preservation of human well-being:

The algorithmic tax fraud detection system prioritizes (physical and psychological) safety of
accused tax fraudsters throughout its operational lifespan, ensuring that it does not compromise
their well-being until they are found guilty.

Appropriate human intervention:

The degree of human intervention required in the identification of tax fraud is dictated by the
seriousness of ethical risks associated with the individual accusation.

No systematic discrimination:
No individuals (or groups) are systematically disadvantaged by the automated tax investigation.
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Page 10
Qul
<h2>Questions?</h2>
<p>Please ask if there are any quetions regarding the principles. Clear understanding of these is important for the next tasks</p>
<br>
<p> Continue here, afterwards.</p>

Questions?

Please ask if there are any quetions regarding the principles. Clear understanding of these is important for the next tasks

Continue here, afterwards.
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3. How important do you evaluate following design principles to be when you develop (parts of) an AI system?

Page 11
PrImpo

In a development process for an AI system, you go through many steps and have many diverse decisions to make. Every time,

you have to prioritize between different goals.
Imagine, that you are going through such a process.

Please indicate how important you find the described design principles to be if you yourself develop or are involved in

developing an Al system.

Below the task you find the list of principles. Note that the order of questions is randomized and thereby not in the same order as

the list of principles.

Lawfulness and compliance

Interpretability (Explainability, Transparency, Provability)
Reliability, Robustness, Security

Data privacy

Fairness

Beneficial AI

Accountability

Human agency

Safety

not very
important important
at all

0/0/0,0/0/00,
0/0]0/0]0/0]0,
0/0/0,0/0/00,
0/0]0/0]0/0]0,
0/0/0,0/0/00
0/0]0/0]0/0]0,
0000000
0000000
0000000

EIQ1_02 Reliability, Robustness, Security
EIO®1_03 Accountability

EIQ®1_04 Data privacy

EIO®1_05 Lawfulness and compliance
EIO1_06 Beneficial AI

EIQ1_07 Safety

EIO®1_08 Human agency

EIO1_09 Fairness

1= not important at all
7 = very important
-9 = Not answered

EIO1_01 Interpretability (Explainability, Transparency, Provability)

As a reminder, below you find a list of the AI design principles:

(oor )
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Design Principle

Interpretability
(Explainability,
Transparency, Provability)

Reliability, Robustness,
Security

Accountability

Data privacy

Lawfulness and
compliance

Beneficial Al

Safety

Human agency

Fairness

Description

Explanation of the decision:

Each/any person concerned is explained in a generally understandable way why the system has
classified him/her as a potential tax fraudster.

Reliable and secure tax fraud detection:

The automated identification of tax fraud by the computer system works consistently almost
without errors, even in edge cases. It utilizes advanced security measures against hacker attacks
and is always kept up to date with the latest security technology.

Full responsibility with the tax authority:

Should the automated tax investigation system lead to false accusations, the responsible tax
authority bears full responsibility for any damage incurred.

Use of data for a specific purpose only:

Only the necessary data is used by the automated tax investigation system. Any other use of the
considered data is excluded.

Adherence to legal and regulatory requirements:

All stakeholders involved in the design and implementation of the algorithmic tax fraud detection
system strictly comply with the law and relevant regulatory regimes. They ensure that the tax fraud
detection systems’ procedures and decisions are lawful and in accordance with established
guidelines.

Promoting the common good:

Both the process of development and the tax fraud detection system itself consider the common
good of the society for safeguarding economic resources in an open, cooperative and sustainable
way.

Preservation of human well-being:

The algorithmic tax fraud detection system prioritizes (physical and psychological) safety of
accused tax fraudsters throughout its operational lifespan, ensuring that it does not compromise
their well-being until they are found guilty.

Appropriate human intervention:

The degree of human intervention required in the identification of tax fraud is dictated by the
seriousness of ethical risks associated with the individual accusation.

No systematic discrimination:
No individuals (or groups) are systematically disadvantaged by the automated tax investigation.
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Page 12
PrRank

4. Order the following aspects after importance when you develop (parts of) an AI system.

In a development process for an AI system, you go through many steps and have many diverse decisions to make. Every time,
you have to prioritize between different goals. Imagine, that you are going through such a process.

Please indicate how important you find the described ethical principles to be if you yourself develop or are involved in
developing an Al system.

1: most important
9: least important

Tips & Tricks

« Double-clicking to include a principle in the ranking.
« Double-click on an item to remove it from the ranking.
« Drag & Drop does work but is not recommended.

Below the task you find the explanation of principles. Note that the order of questions is randomized and thereby not in the same
order as the list of principles.

Reliability,
1 = Most . .
Human agency Robustness, Data privacy Fairness
Important Security
2 Interpretability L awful d
(Explainability, awru "ﬁss an Beneficial Al safety
Transparency, comphiance
Provability)
3
Accountability
4
5
6
7
8
9 = Least

Important
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IPO3_01 Interpretability (Explainability, Transparency, Provability)
IPO3_02 Reliability, Robustness, Security

IPO3_03 Accountability

IPO3_04 Data privacy

IPO3_05 Lawfulness and compliance

IPO3_06 Beneficial Al

IPO3_07 Safety

IPO3_08 Human agency

IPO3_09 Fairness

1=Rank 1

2 =Rank 2

3 =Rank 3

4 =Rank 4

5 =Rank 5

6 = Rank 6

7 =Rank 7

8 = Rank 8

9 =Rank 9

-9 = Not ranked

As a reminder, below you find a list of the AI design principles:

A007
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Design Principle

Interpretability
(Explainability,
Transparency, Provability)

Reliability, Robustness,
Security

Accountability

Data privacy

Lawfulness and
compliance

Beneficial Al

Safety

Human agency

Fairness

Description

Explanation of the decision:

Each/any person concerned is explained in a generally understandable way why the system has
classified him/her as a potential tax fraudster.

Reliable and secure tax fraud detection:

The automated identification of tax fraud by the computer system works consistently almost
without errors, even in edge cases. It utilizes advanced security measures against hacker attacks
and is always kept up to date with the latest security technology.

Full responsibility with the tax authority:

Should the automated tax investigation system lead to false accusations, the responsible tax
authority bears full responsibility for any damage incurred.

Use of data for a specific purpose only:

Only the necessary data is used by the automated tax investigation system. Any other use of the
considered data is excluded.

Adherence to legal and regulatory requirements:

All stakeholders involved in the design and implementation of the algorithmic tax fraud detection
system strictly comply with the law and relevant regulatory regimes. They ensure that the tax fraud
detection systems’ procedures and decisions are lawful and in accordance with established
guidelines.

Promoting the common good:

Both the process of development and the tax fraud detection system itself consider the common
good of the society for safeguarding economic resources in an open, cooperative and sustainable
way.

Preservation of human well-being:

The algorithmic tax fraud detection system prioritizes (physical and psychological) safety of
accused tax fraudsters throughout its operational lifespan, ensuring that it does not compromise
their well-being until they are found guilty.

Appropriate human intervention:

The degree of human intervention required in the identification of tax fraud is dictated by the
seriousness of ethical risks associated with the individual accusation.

No systematic discrimination:
No individuals (or groups) are systematically disadvantaged by the automated tax investigation.



Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

Page 13
AccAl

There are different views in society on the use of artificial intelligence in different areas. Some people are more in favor, s

against. Below you can see a list of different areas in which artificial intelligence could be used in the future.

Are you rather for or against the use of artificial intelligence... complitely completely
agairst in favor
No answer

..in industrial production?

..in secret and intelligence services?

..in personal everyday life?

...in schools and universities?

..in transportation?

..with police and security authorities?

..in political decisions?

..in land forces, air force and navy?

..choose “completely against”.

..in health care?

..in court?

..in financial institutions?

..in public administration?

O O O O O O O O O O O O O

0000
o800
o800
o800
o8oo
o8oo
0800
o8oo
o8oo
o8oo
o800
o800

O8OO
O

GO02_01 ...in financial institutions?
GO02_02 ..in health care?
GO002_03 ...in industrial production?
GO02_04 ..in transportation?
GO02_05 ...in personal everyday life?
GO02_06 ...in schools and universities?
GO002_07 ...in public administration?
GO02_08 ...in political decisions?
GO02_09 ...in court?
GO002_10 ..with police and security authorities?
GOO02_11 ...in land forces, air force and navy?
GO02_12 ..in secret and intelligence services?
GO02_13 ..choose "completely against".

1= completely against

5 = completely in favor

-1 = No answer

-9 = Not answered
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Page 14
RiskAw
You can associate both advantages and disadvantages with artificial intelligence.
Completely independent of how big you think a possible benefit is.
no risk at very high
all risk

How great do you think the risk posed by artificial intelligence is for...

.yourself? 0000000000,
..your friends and family? OOOOOOOOOO
...the whole society? OOOOOOOOOO

GO03_02 ..yourself?
GO03_03 ...your friends and family?
GOO03_01 ...the whole society?

1=no risk at all
10 = very high risk
-9 = Not answered

Page 15
OppAw
You can associate both advantages and disadvantages with artificial intelligence.
Completely independent of how big you think possible risks are.
no benefit very high
at all benefit

How great do you think is the benefit to be gained from artificial intelligence for...

..yourself? OOOOOOOOOO
..your friends and family? OOOOOOOOOO
..the whole society? 0000000000

GO04_03 ..yourself?
GO04_02 ..your friends and family?
GO04_01 ..the whole society?

1= no benefit at all
10 = very high benefit
-9 = Not answered
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UsageAl

The development of artificial intelligence will continue to advance in the near future and will have an impact on various ar
life. Below you will find some possible reactions on how to deal with this situation.

To what extent do the following statements apply to you? does ot applies
apply 4t all completely
No Answer

I will integrate Artificial Intelligence into as many areas of my life as possible. C OOOO

I will stay away from artificial intelligence wherever possible. d 0800

I will express my opinion in public discussions on Artificial Intelligence. C 0800

I will support parties or organizations that pursue the development of Artificial Intelligence as a central C 0800
issue.

I will always try to use the advantages of Artificial Intelligence. @ 0800

I am willing to give up advantages in order not to have to use artificial intelligence. q 0800

I will consider parties’ positions on Artificial Intelligence in my future voting decisions. C 0800

O

GO08_01 I will stay away from artificial intelligence wherever possible. (reversed)
GO08_02 I am willing to give up advantages in order not to have to use artificial
intelligence. (reversed)

1= applies completely
5 = does not apply at all
-1=No Answer

-9 = Not answered

GO08_03 I will always try to use the advantages of Artificial Intelligence.

GO08_04 I will integrate Artificial Intelligence into as many areas of my life as possible.

GO08_05 I will consider parties' positions on Artificial Intelligence in my future voting
decisions.

GOO08_06 I will support parties or organizations that pursue the development of
Artificial Intelligence as a central issue.

GOO08_07 I will express my opinion in public discussions on Artificial Intelligence.

1=does not apply at all
5 = applies completely
-1 = No Answer

-9 = Not answered
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5. How much do you agree with the following statements?

intensity of your feeling of trust, or your impression of Artificial Intelligence.

Please mark the point which best describes your feeling or your impression.
Al's actions will have a harmful or injurious outcome.
I am confident in AL

Al is deceptive.

I am wary of Al

Al is dependable.

Al is reliable.

I am suspicious of Al's intent, action or outputs.

I can trust AL

Al provides security.

Al behaves in an underhanded manner.

I am familiar with AL

Al has integrity.

not at all

Page 17

Trust

G007

Below is a list of statements for evaluating trust between people and Artifical Intelligence. There are several scales for you to rate

O00O000O0
OO0OO0OO0O0O0O0
O00O000O0
OO0OO0OO0O0O0O0
O00O000O0
OO0OO0OO00O0O0
O00O000O0
OO0OO0O000O0
ONONONORONON®)
OO0OO0O000O0
OO0OO0000O0
OO0OO0000O0

extremely

GOO07_01 Al is deceptive. (reversed)

GOO07_04 I am wary of Al (reversed)

1= extremely
7 =not at all
-9 = Not answered

GO07_06 I am confident in AL
GOO07_07 Al provides security.
GOO07_08 Al has integrity.
GOO07_09 Al is dependable.
GO07_10 Al is reliable.
GOO07_111 can trust AL
GO07_12 I am familiar with AL

1=not at all
7 = extremely
-9 = Not answered

GOO07_02 Al behaves in an underhanded manner. (reversed)
GOO07_03 I am suspicious of Al's intent, action or outputs. (reversed)

GOO07_05 Al's actions will have a harmful or injurious outcome. (reversed)
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6. How much do you agree with each statement?
Who do you think should be responsible for the actions of an AI?

The responsibility for Al is held by ...

the individuals or organizations that use AI systems in their projects.

the AI itself, once it has reached a certain level of autonomy and intelligence.

the government and regulators who regulate AI systems.

the companies that produce and distribute Al systems.

the developers and programmers of Al

not at all

OQ
OQ
OQC
OQd
OQ

Page 18

Responsibility

extremely

Don’t
specify

00000
08000
08000
o8ooo

08000
O

1=not at all

7 = extremely
-1=Don't specify
-9 = Not answered

GO09_01 the companies that produce and distribute Al systems.
GO09_02 the government and regulators who regulate AI systems.
GO09_03 the individuals or organizations that use Al systems in their projects.
GO09_04 the developers and programmers of Al

GO09_05 the Al itself, once it has reached a certain level of autonomy and intelligence.
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IntAl
One can engage with Artificial Intelligence more or less intensively. What about you:
How much do the following statements apply to you? does pot applies
apply 4t all completely
No answer

Choose “does not apply at all”.

0000

In my studies, I am more interested in classes on artificial intelligence than in classes on other
domains.

0800

0800

I read articles about artificial intelligence with great attention.

I follow processes related to artificial intelligence with great curiosity.

0800
0800

In general, I am very interested in artificial intelligence.

I watch or listen to publications and contributions about artificial intelligence with great interest.

0800

O O O O O O QO

0800
O

In my studies, I take great interest in courses on artificial intelligence.

GOO01_01 I follow processes related to artificial intelligence with great curiosity.

GOO01_02 In general, I am very interested in artificial intelligence.

GO01_03 I read articles about artificial intelligence with great attention.

GOO01_04 I watch or listen to publications and contributions about artificial intelligence
with great interest.

GOO1_05 In my studies, I take great interest in courses on artificial intelligence.

GOO1_06 In my studies, I am more interested in classes on artificial intelligence than in
classes on other domains.

GOO01_07 Choose "does not apply at all".

1= does not apply at all
5 = applies completely
-1=No answer

-9 = Not answered
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AIL
o . . o . DE15
7. For how long do you already engage with topics of AI in your (self-)educational journey?
[Please choose] v
DE15 Length of study with AI
1=<1year
2 =1-2years
3 =2-3 years
4 = 3-4 years
5 = 4-5 years
6 = 5-6 years
7 = 6-7 years
8 =7-8 years
9 = 8-9 years
10 = 9-10 years
11 =10-11 years
12 = 11-12 years
13 = >12 years
-9 = Not answered
-_AL03
8. I have knowledge of...
strongly strongly
disagree agree

the input data requirements for Al OOOOOOO
Al processing methods and models. 00/0/000)0
using AI output and interpreting it. OOOOOOO

ALO3_01 the input data requirements for Al
ALO3_02 Al processing methods and models.
ALO®3_03 using Al output and interpreting it.

1= strongly disagree
7 = strongly agree
-9 = Not answered

9. Thinking back over the last six months, how often have you dealt with the development of (parts of) Artificial

Intelligence...?
..for the university? Not at | [ Once | [ About | [ About | [Several
all a two to| | once times
month| | three a a week
times | | week | | / Daily
a
month
..in work projects? Not at | [ Once | [ About | [ About | [Several
all a two to| | once times
month| | three a a week
times | | week | | / Daily
a
month
...for private purposes? Not at | [ Once | | About | [ About | |Several
all a two to| | once times
month| | three a a week
times | | week | | / Daily
a
month
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ALO1_03 ...for the university?
ALO1_02 ...in work projects?
ALO1_01 ...for private purposes?

1= Not at all

2 = Once a month

3 = About two to three times a month
4 = About once a week

5 = Several times a week / Daily

-9 = Not answered

10. How much do you intend to work with AI in the future?

strongly strongly agree
disagree

I intend to work on Al in the future. OO0 00
I predict that I would work on Al O O O O O

Working on Al is something I would do in the future. OO00O0O00O

DE®5_01 I intend to work on AI in the future.
DEO®5_02 I predict that I would work on Al
DE®5_03 Working on Al is something I would do in the future.

1= strongly disagree
5 = strongly agree
-9 = Not answered
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11. Please think about how knowledgeable you were before participating in this study:

Page 21
EAIL

ELO7

Please assess your knowledge from before you participated in this study on the following AI design principles to consider in

technology development.

Interpretability (Explainability, Transparency, Provability)

Reliability, Robustness, Security
Accountability

Data Privacy

Lawfulness and Compliance
Beneficial AI

Safety

Human Agency

Fairness

not at all very
knowledgeable

00000
00000
00000
00000
00000
00000
00000
OOO0O
00000

ELO7_01 Interpretability (Explainability, Transparency, Provability)
ELO7_02 Reliability, Robustness, Security

ELO7_03 Accountability

ELO7_04 Data Privacy

ELO7_05 Lawfulness and Compliance

ELO7_06 Beneficial AI

ELO7_07 Safety

ELO®7_08 Human Agency

ELO7_09 Fairness

1=not at all
5 = very knowledgeable
-9 = Not answered

As a reminder, below you find a list of the AI design principles:

(Res7 )
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Design Principle

Interpretability
(Explainability,
Transparency, Provability)

Reliability, Robustness,
Security

Accountability

Data privacy

Lawfulness and
compliance

Beneficial Al

Safety

Human agency

Fairness

Description

Explanation of the decision:

Each/any person concerned is explained in a generally understandable way why the system has
classified him/her as a potential tax fraudster.

Reliable and secure tax fraud detection:

The automated identification of tax fraud by the computer system works consistently almost
without errors, even in edge cases. It utilizes advanced security measures against hacker attacks
and is always kept up to date with the latest security technology.

Full responsibility with the tax authority:

Should the automated tax investigation system lead to false accusations, the responsible tax
authority bears full responsibility for any damage incurred.

Use of data for a specific purpose only:

Only the necessary data is used by the automated tax investigation system. Any other use of the
considered data is excluded.

Adherence to legal and regulatory requirements:

All stakeholders involved in the design and implementation of the algorithmic tax fraud detection
system strictly comply with the law and relevant regulatory regimes. They ensure that the tax fraud
detection systems’ procedures and decisions are lawful and in accordance with established
guidelines.

Promoting the common good:

Both the process of development and the tax fraud detection system itself consider the common
good of the society for safeguarding economic resources in an open, cooperative and sustainable
way.

Preservation of human well-being:

The algorithmic tax fraud detection system prioritizes (physical and psychological) safety of
accused tax fraudsters throughout its operational lifespan, ensuring that it does not compromise
their well-being until they are found guilty.

Appropriate human intervention:

The degree of human intervention required in the identification of tax fraud is dictated by the
seriousness of ethical risks associated with the individual accusation.

No systematic discrimination:
No individuals (or groups) are systematically disadvantaged by the automated tax investigation.
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O O O0O00O0O0
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12. Please select the highest educational qualification you have achieved so far already.
School graduation
Apprenticeship degree
Master of crafts, specialist degree
Bachelor
Master
Doctorate
Other
do not want to answer
DE®3 Level of Education
1= School graduation
5 = Apprenticeship degree
6 = Master of crafts, specialist degree
2 = Bachelor
3 = Master
4 = Doctorate
7 = Other
8 = do not want to answer
-9 = Not answered
DE®3_07 Other
Free text

13. In which field of study are you currently pursuing a degree?

O O OO0O0O0OO0OOOO

Computer Science / Computer Engineering / Computational Engineering
Data Science

Data Analystics and Decision Science / Computational Social Systems
Economics / Management & Engineering in Technology
Automatisierungstechnik

Automotive Engineering

Elektrotechnik

Simulation Science

Software Systems Engineering

Other with a minor in Computer Science

Other

DEO®4 Field of Studies

1= Computer Science / Computer Engineering / Computational Engineering
6 = Data Science

12 = Data Analystics and Decision Science / Computational Social Systems
9 = Economics / Management & Engineering in Technology

13 = Automatisierungstechnik

15 = Automotive Engineering

14 = Elektrotechnik

7 = Simulation Science

8 = Software Systems Engineering

3 = Other with a minor in Computer Science

11 = Other

-9 = Not answered

DE®4_03 Other with a minor in Computer Science
DE®4_11 Other

Free text
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14. What university are you studying at? (DE13= |
(O RWTH Aachen University
(O Universitét zu Kdln
Other
DE13 University
1=RWTH Aachen University
3 = Universitat zu Koln
2 = Other
-9 = Not answered
DE13_02 Other
Free text
Page 23

Example courses are

15. Have you taken any dedicated full-length training/course/seminar on ethics in technology, data, Al, autonom

systems or comparable?

e “Ethics, Technology and Data” by Prof. Nagel

e “Lecture Introduction to the Philosophy of Science and Technology” by Prof. Pantsar
e “Seminar Moral Reasoning” by Dr. Colombo

« “Social and Technological Chance” by Prof. Geffner

« “Ethik im Zeitalter der Digitalisierung” by Dr. Teille

« “Digitale Menschenrechte” by Projekt Leonardo

(This does not include courses, that have a short section (<70%) on ethics, like “Introduction to Data Science by Prof. van der

Aalst”. In cases like these, please select the last option.)

O Yes, I finished a dedicated full-length training/course on ethics in technology, data, AI, autonomous systems or

comparable

No.

O O O O

No, I finished a short (1-3h) dedicated training/course on ethics in technology, data, AI, autonomous systems or
comparable

No, I began a dedicated training/course but did not finish it.

No, I just finished a general training/course on AI with a short section on ethics in technology, data, AI, autonomous
systems or comparable

ELO8 AIEL?

1= Yes, I finished a dedicated full-length training/course on ethics in technology, data, Al, autonomous systems or comparable

3 = No, I finished a short (1-3h) dedicated training/course on ethics in technology, data, AI, autonomous systems or comparable

4 = No, I began a dedicated training/course but did not finish it.

5 = No, I just finished a general training/course on Al with a short section on ethics in technology, data, Al, autonomous systems or
comparable

2 =No.

-9 = Not answered

1 Active Filter(s)

Filter ELO8/F1
If any of the following options is selected: 2, 5
Then jump to page EAIL interest after the next button was clicked
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16. What dedicated training/course on ethics in technology, data, AI or autonomous systems did you visit?

« “Ethics, Technology and Data” by Prof. Nagel

o “Lecture Introduction to the Philosophy of Science and Technology” by Prof. Pantsar
« “Seminar Moral Reasoning” by Dr. Colombo

e “Social and Technological Chance” by Prof. Geffner

“Ethics, Technology and Data” by Prof. Nagel at RWTH Aachen University

“Lecture Introduction to the Philosophy of Science and Technology” by Prof. Pantsar at RWTH Aachen University
“Seminar Moral Reasoning” by Dr. Colombo at RWTH Aachen University

“Social and Technological Change” by Prof. Geffner at RWTH Aachen University

“Ethik im Zeitalter der Digitalisierung” by Dr. Teille at Otto von Guericke Universitat Magdeburg

Other

O O0O0O0O0

“course name” by “course host” at “institute”

ELO3 What EAIL?

1= "Ethics, Technology and Data" by Prof. Nagel at RWTH Aachen University

3 = "Lecture Introduction to the Philosophy of Science and Technology" by Prof. Pantsar at RWTH Aachen University
4 = "Seminar Moral Reasoning" by Dr. Colombo at RWTH Aachen University

5 = "Social and Technological Change" by Prof. Geffner at RWTH Aachen University

6 = "Ethik im Zeitalter der Digitalisierung" by Dr. Teille at Otto von Guericke Universitdt Magdeburg

2 = Other

-9 = Not answered

ELO®3_02 Other

Free text

17. When did you last participate in a dedicated course/trainings on ethics in technology, data, AI or autonomou
systems?

2024
2023
2022
2021
2020
2019
2018
2017
Before 2017:

O O0OO0OO0OO0O0O0O

ELO5 Last Time AIEL

9 =2024
1=2023
2=2022

3=2021

4 =2020
5=2019

6 = 2018

7 =2017

8 = Before 2017:
-9 = Not answered

ELO®5_08 Before 2017

Free text
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EAIL interest

18. How much do you agree with the following statement?

not at all completely
I enjoy to discuss how technology affects society. OOOOOOO
I enjoy to read about implications that technology has on society. OOOOOOO
I like to inform myself about how technology impacts the life of individuals. OOOOOOO
I am interested in ethics of technology, data, algorithmic systems or autonomous systems. OOOOOOO

ELO9_01 I am interested in ethics of technology, data, algorithmic systems or
autonomous systems.

ELO9_02 I enjoy to read about implications that technology has on society.

ELO9_03 I enjoy to discuss how technology affects society.

ELO9_04 I like to inform myself about how technology impacts the life of individuals.

1=not at all
7 = completely
-9 = Not answered
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O
O
O
O
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DE
19. How old are you?
18-21
22-25
26-30
30+
do not want to answer
DEO®1 Age
1=18-21
2=22-25
3=26-30
5 =30+
6 = do not want to answer
-9 = Not answered
20. What gender do you identify yourself with?
female
male
diverse
do not want to answer
DE®2 Gender
1=female
2 =male
3 = diverse
4 = do not want to answer
-9 = Not answered

21. Where do you position yourself on the political spectrum?

I identify myself as...

liberal/
libertarian

00000

conservative/
authoritarian

DE14_01 I identify myself as...

1= liberal/ libertarian
7 = conservative/ authoritarian
-9 = Not answered

The power should lie with the...

16
o) 00 0 0.0 o)

DE16_01 The power should lie with the...

1= government
7 = market
-9 = Not answered
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Debriefing

Thank you for participating in this study investigating the decisions and attitudes of future developers of Artificial Intelligence.

This research project investigates the views of future developers on emerging technologies and their applications, with a focus
on Artificial Intelligence (AI). We want to find out whether students with experience in ethics/philosophy courses show different
behavior in their rating and ranking ethical AI Principles, as well as different attitudes towards AI compared to students without.
Do students, with and without the educational experiences, show different behavior and attitudes? If yes, how do these look like?

The results of this study will help to determine the relevance of different study curricula and (un)intended side effects.

If you decide that you want to delete your data partially or completely, contact the experimental supervisor by naming your code
for anonymization.

If you have any further questions about our study, you may contact me by E-Mail:
ben.schultz@rwth-aachen.de

22. Do you want to add anything?

Z912_01 [01]

Free text




Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

Page 28
FR

23. Study Results - Long term Follow Up

Publication of this Study

This study will be published in collaboration with the Chaos Computer Club Germany.

If you are interested in the results, you can sign up to receive information about the study.

A list of email addresses of interested participants is stored separately from the collected data of the questionnaire.

Long-Term Follow-Up Study & other Studies

Since, attitudes and behavioral patterns can change over time, we'd love to stay in touch with you. In an irregular manner, we’ll
ask you whether you want to participate in further follow-up studies to this topic, as well as on studies in the related fields from
human-technology interaction in general as well as human-robot interaction especially. You will be able to opt out at any point,
by sending a mail to itec@humtec.rwth-aachen.de

Your E-Mail address will be stored separately from your information collected during the study.

E]I’m interested in being informed about further studies at the iTec Institute at RWTH Aachen University.
I agree that my email address will be saved for study information purposes.

My study data will continue to be anonymous, and my personal data will not be passed on to third parties.

E]I am interested in the results of this study. Please send me the open-access paper by e-mail.
I agree that my email address will be saved until the results are sent.

My study data will continue to be anonymous, and my personal data will not be passed on to third parties.
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participation hours
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If you like to receive participation hours as a student of RWTH Aachen University, be informed that this is only possible for
Informatics students with a minor in psychology.

monetary compensation

For participation in this study, you receive 20€ cash.

In each case you have the chance to sign up for the lottery.

O I like to receive 2 participation hours.

() 1 like to receive 20€ in cash.

2802 Which Compensation? FGxGA

2 =1 like to receive 2 participation hours.
1=1 like to receive 20€ in cash.
-9 = Not answered

2 Active Filter(s)

Filter Z802/F1
If any of the following options is selected: 1
Then hide question/text Z801 placed later in the questionnaire

Filter Z802/F2
If any of the following options is selected: 2
Then display question/text Z801 placed later in the questionnaire (otherwise hide)
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Compensation

25. Participation Hours

For compensation, you can receive participation hours for your studies.
Eligible are, at RWTH Aachen University: Computer science students with a minor in psychology.

For RWTH Aachen students:

After participation in this study, the institute will be informed about your additional participation hours.

Please reach out to ben.schultz@rwth-aachen.de to receive your verification document by referring to your participation in this
study “Future Developers’ Perspective on Al".

E]I would like to receive participation hours.
I agree that my name and matriculation number will be saved to grant me participation hours for this study.
My study data will continue to be anonymous, and my personal information will not be passed on to third parties.
I accept all terms and conditions of the process to receive my participation hours as stated above.

26. Lottery for over 200€

You can take part in a lottery to win one of three prices:

« 100€
« 50€
« 50€

On the next page, you receive your personal referral code to increase your chances even further. If your fellow students use this
code and finish this questionnaire, both you and them receive an extra ticket for this lottery.

If you yourself already received a referral code from somebody else, note it down at this point, so that you and your referrer
receive one additional lottery ticket.

You can only take part in the lottery once.

The lottery will be drawn after data collection finished. If you win, you will receive an email to indicate your bank details for
direct bank transfer.

DI would like to participate in the lottery.
I agree that my name, email address and referral code will be saved until the winner is drawn.
My study data will continue to be anonymous, and my personal data will not be passed on to third parties.

I accept all terms and conditions of the lottery as named above.



Docusign Envelope ID: 39C4B4E8-5113-41D0-B24C-DAFB2FD741ED

Page 31
Lottery Code

put('Z804_01', random(100000, 999999));

$codel = value('Z804 01', 'free');

html('<p><b>Your Referral Code to increase your chances of winning</b>

<br>

<b><br><br> Your code is: '.$codel.' </b></p>

<br><br>

<i>Take a picture or note it down. The study is finished afterwards.</i>
s

<br><br><br>If you want to participate in the lottery, refer this code to others.

If they complete the

<br> For referral, you can use the following flyer:
<br> <br>
<div style="text-align: center;">

<img src="FocusGroupFlyer_small.png">
</div>

For referral, you can use the following flyer:

STUDENT?

SOLVE A COMPLEX
CASE STUDY TOGETHER
WITH YOUR PEERS

EARN 20€ AS A THANK YOU FOR PARTICIPATION
+ a chance to win prices worth 200€

Study Participation Requirements:

- min. 18 years old

=) fluent in English

- enrolled student
in studies with courses on
data science, machine learning,
Al or comparable

RWTH Infarmatikzentrum

]sl Entry Opposite to
Migs-van-der-Rohe-Str. 39

st
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Thank you very much for taking part in this study!

I would like to thank you very much for helping me.

Your answers were transmitted, you may tell the experimenter and swap back to the main table.
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Appendix E

A Priori G*Power Analysis

E.1 Study 1 Power Analysis

F-test - ANOVA: Fixed effects, omnibus, one-way

Analysis: A priori: Compure required sample size given «, power, and effect size

Effect size f =4
Fnput: « err prob =.05
’ Power (1-3 err prob) =.95
Number of groups =2
Noncentrality parameter A  13.44
Critial F 3.9573883
Numerator 4, 1
Output: Denominato{df 82
Total sample size 84

Actual power 9518269
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E.2 Study 2 Power Analysis

Effect size w =5
a err prob =.05
Input Power (1-3 err prob =8
Df =2
Noncentrality parameter A =9.75
 Critial x? =5.9914645
Output: Total sample size =39

Actual power =.8049793
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Appendix F

Mini Focus Group Protocol
Template

This appendix includes the mini focus group protocol template used within the
focus groups to guide the semi-structured discussion by the researcher. The mini
focus group guidebook as a similar variant with less information for participants
can be found uploaded to the OSE.
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Case Study — Future Developers' Perspective on Al

Al in Tax Fraud Detection Systems

Efficient and equitable taxation is essential to ensure the
proper utilization of financial resources in a society.
Regrettably, instances of tax fraud by individuals and
businesses can compromise the integrity of the taxation
system. In this context, technology, especially Artificial
Intelligence (AI), can be given a new role in identifying tax
fraud and safeguarding the interests of law-abiding
taxpayers.

The Case of Germany

Tax fraud involves deliberate attempts to mislead authorities
by employing dishonest means: concealing income, inflating
expenses, money laundering, falsifying documents, offshore
tax evasion, VAT fraud, payroll tax evasion. In 2020 alone,
only 1.25 billion euros of the estimated 50 billion euros in
illegal tax fraud were legally confirmed by final judgements
in 7153 cases (Suddeutsche Zeitung, 2021; Frankfurter
Allgemeine Zeitung). Compared to the German tax revenues
of around 831 billion euros in 2020
(Bundesfinanzministerium, 2021), there is an estimated
potential of up to +5% in tax revenues by better prevention
and identification of tax fraud.

The Methods

In Germany, the tax authorities rely on various methods for
identifying tax fraud. These include regular tax audits, cross-
checking, and a risk-based approach to identify cases for
further investigation. Additionally, Germany has a
whistleblower program that allows individuals to report
confidential information about potential tax fraud. On an
international level, the country cooperates with other nations
to combat cross-border tax evasion and financial crimes.

Tax fraud investigations involve evidence collection like
financial documents and bank records. After sufficient
evidence, a preliminary assessment identifies the parties
involved and the amount of evaded taxes. Once a strong
case is established, the accused is formally notified and
allowed to respond. When someone denies wrongdoing,
legal action ensues. A court evaluates evidence and
arguments before giving a verdict based on the law. If found
guilty, the accused may face fines, tax repayment, or even
imprisonment. Both parties can challenge the decision,
leading to a higher court review.
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Al in tax fraud detection

For a long time, tax authorities have relied on manual
techniques, which can be both time-intensive and inefficient,
to detect fraudulent activities. This is where the application
of Al could become significant. Through the utilization of
algorithms and data analysis, Al could scrutinize vast
volumes of financial and personal data. It could discern
patterns and deviations that might signify potential
instances of fraud. By continuously learning from past tax
fraud cases and adapting to evolving fraudulent tactics, Al
systems can improve their ability to identify suspicious
behavior and alert tax authorities.

Still, algorithms used in tax fraud detection can differ
widely: From rule-based systems through general anomaly
detection to deep learning or behavioral analytics; This
diversity of AI-powered tax fraud detection offers a broad
spectrum of tools for identifying fraudulent activities. The
choice of approach depends on factors like the system's
complexity, available data, and desired level of accuracy.
Striking a balance between reducing false positives,
detecting emerging fraud tactics, and maintaining
interpretability remains a challenge across these
approaches.

Potential of AL

Tax experts see Al as an important tool for achieving tax
justice, claiming that it will become increasingly impossible
to evade one's tax obligations (Handelsblatt, 2021). For
example, the Financial Crimes Investigation Office of the
State North Rhine-Westphalia (Germany), which was set up
in March 2023, aims to make greater use of digital
investigation methods and artificial intelligence in the fight
against financial crime and tax evasion in the future.

Your Role

Imagine, that you are one of the developers working in this
team at the Financial Crimes Investigation Office. By
integrating the principles of German tax enforcement and
utilizing advanced Al technologies, your team aims to
effectively and efficiently strengthen the integrity of the tax
system to ensure just treatment for all taxpayers.
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Familiarity with Tax Fraud Detection:
Self Intro: I’'m Ben, having a Bachelor in Business Information
Technology and now I’m working on my masters thesis on the work
of developers in the field. I set up this discussion to understand more
about how you as students interested in Al; possibly future developers ask all — 5min
of Al; approach complex scenarios for Al development. That’s why I
made you read the Use Case early on. And | want to find out how
Development Frameworks go in line with this. That’s why 1
introduced you to the development lifecycle model.

I now like to hear from you What is your understanding of tax fraud
detection systems and their technical complexities?

First of all, 1 would like to ask if everyone could briefly introduce Data Collection Strategies: o
themselves. Think back to the last time you worked on data collection; either in

your studies or for work:

Please include only your first or acronym for anonymity, what . .
you study and most importantly your motivation for being What are your preferred methods for collecting and managing the
involved in Al. data? How would you address a system for fraud detection?

ask all — 1min ask 2 — 5min
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Algorithm Selection:

For algorithms I’d like to discuss the selection with a similar
approach. Just from your mind, how would you usually decide on the
algorithms and models to be used in developing a tax fraud detection
system?

ask 2 — 5min

Imagine coming together with the development team after you ran
enough test runs and tweaked the system:

What factors do you consider to integrate the Al tax fraud detection
models into previous the given world? How do you integrate it into
administrative workflows and juridical processes?

ask 2

Performance Metrics:

Just from your experience and what you learned in your studies and
career;

How do you approach the task to measure the performance as well as
the overall impact of the tax fraud detection system the team
develops?

ask 4
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Write Down: Summarize:

Key Challenges: As an ending question; We'll go around the table.

What do you consider as the three most significant challenges in creating a From all the things that we talked about today. If you could talk to the

good tax fraud detection system? manager overseeing this project; What most important advice would you
give them?

... let them write...

ask all
You can share those insights with us in the group or we’ll only analyze them

afterwards anonymously. So, does somebody want to talk about it?

ask up to 2
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Appendix G

Mini Focus Group Transcripts

This appendix includes two exemplary mini focus group transcripts giving insights
into two mini focus groups on AIEE and nAIEE: The first transcript in this appendix
is on the in-person group #3 with four nAIEE students. The recording has been 33
minutes and 51 seconds long. The second transcript shown here is on the online
mini focus group #17 with two AIEE students. The recording is 34 minutes and 7
seconds long.

All 15 transcripts and audio data are uploaded under XXXXX in the OSF of this
thesis. Due to anonymization of participants in the mini focus group, the people
involved are stated as “Speaker” and have been numbered by the order of entering
the discussion. Participants ID’s refer to the ID of the questionnaire dataset.

G.1 Transcript Mini Focus Group #3

(Mini Focus Group 3 - in person; Condition: No Al Ethics Education; Participants: #598,
#600, #601, #602; Moderator: Speaker 1)

00:00:00 Speaker 1: OK. So if we think about this case and the first step maybe from
the model to to think about like what from your understanding are the complexities
of the situation? Yeah, maybe.

00:00:25 Speaker 2: So I can. Probably like so the data will be from various sources
and in different countries. Also because people set up their bank accounts in
different countries. So just collecting that data for a particular person like I feel
like that will be a pretty challenging task in itself. OK. Yeah. So I would say data
collection in.

00:00:47 Speaker 1: General. Yeah. Yeah. And also having the full view on one
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person already.

00:00:57 Speaker 3: I can add like I also think my first thought about it was more
on the a legal and cooperation aspect of data collection site because like we have a
name like on our passport and if that is like the same throughout all comes, I don’t
think it’s technically that difficult I think but more the collaboration. So getting
a whole picture definitely I would agree on and maybe also now technically also
on the model side. So the data and the model. On the model side, I would say
depending on what we will discuss, maybe like the once training it with the white
labels and also let’s see what how many like. I don’t know if there’s many false
positives and so on. Maybe. I don’t know. Yeah.

00:01:43 Speaker 2: Yeah, I agree with that. I think like for having false positives like
you should have additional frameworks in place along with this Al system to sort
of minimize the false positives. And as you do the continuous testing, learning and
stuff, you try to minimize the false positive rate of the model.

00:02:02 Speaker 1: So what would you think would happen if you would not be
able to minimize it.

00:02:10 Speaker 2: So, like almost in, I'm not very sure about Germany, but in
almost every country the legal system is already very burdened and trying to like
investigate more people who are innocent and stuff like that? It’s kind of not a very
good use of resources, I would say. And apart from that, it’s also, yeah, like I think
from a personal like a liberty sort of point of view. Like, yeah, like if if we only trust
the Al system, like prosecuting a person who is innocent, it’s yeah. Like, not a good
idea. I don’t know how to frame it. Yeah.

00:02:53 Speaker 1: Do you also have any ideas on it? Like just from the general
view on the thing?

00:02:58 Speaker 4: Yeah, I'm currently asking myself if it’s even possible to get all
the data, but could it also be the case that some country doesn’t want to give the
information? I know if that’s even a possibility, but that for example, you don’t even
know if there aren’t any more bank accounts in some other region that we don’t
know about. So I don’t know if it’s even able. If we are able to get all the data that
we need. I don’t know.

00:03:29 Speaker 1: Any thoughts from your side?

00:03:30 Speaker 5: ohh yeah, I was just thinking also like. I think the taxation laws
kind of change every year, so  how how does like that impact the data collection
and you know how do you interpret the data then if the like the law the law related
to taxes like change every. I was thinking like.

00:03:51 Speaker 1: It’s an important point, true, and especially if you want to use
the old data as. Well, yeah.
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00:03:59 Speaker 4: But in the end, do we want to have an fully autonomous Al
which is just working on itself, or do we also have other employers which are also
looking over the data in parallel? So I think it’s also something to consider.

00:04:17 Speaker 1: That’s a point, yeah.

00:04:18 Speaker 5: Is it like is it just a tool for a prosecutor or it’s it’s like a partner to
a prosecutor or a tool for a prosecutor like, you know, like, who’s probably looking
through the cases.

00:04:30 Speaker 1: What would you recommend?
00:04:32 Speaker 2: My personal recommendation would be a tool.

00:04:40 Speaker 1: Yeah. So maybe we can jump to the next question on the data
collection, I mean, we talked about it already a little bit how what are your preferred
methods in regard to this? Like what would you, how would you tackle this big
problem of both in within the country nationally, but also internationally trying to
collect data.

00:05:08 Speaker 2: So like I would also like to ask here that what kind of previous
old data we have like you mentioned that we have that in a digital format, so we
won'’t have to go through paper records. I hope so. Like trying like, just gathering
more information on what previous data the the Crime Office already has.

00:05:31 Speaker 3: Which attributes, yeah. And building on top of that data model.
And then what I have imagined is like the most data sources have, like the banks,
the financial institutions And then I think you must manually depending which
database they have, but it’s called like merging all those those data table, sources
and a common one. I would think of it at the moment.

00:06:01 Speaker 1: Any ideas on like how to solve the problem of having so many
different banks and different sources?

00:06:10 Speaker 5: I think probably you would need like very skilled data engineers
who can query like different type of databases. Probably a bit more technical but
yeah.

00:06:19 Speaker 1: That’s that’s fine.

00:06:22 Speaker 3: Yes. Yeah.

00:06:22 Speaker 2: Yeah, probably like more domain specialists as well because
they would have some experience working in this field and like they are at least like

subject matter experts or. Trying to like work on this problem itself, something like
that will.
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00:06:38 Speaker 1: OK.

00:06:40 Speaker 2: And I think as she mentioned, like having the like jumping
through the legal burdens of, like asking another country for the, like, the bank
records of that particular individual, like it will be a very difficult task considering
some countries are like they have built their economy around being a tax haven
themselves. So yeah.

00:07:02 Speaker 1: But I mean, we also have to differentiate between training data
and the data which is checked. So I think for both cases you need to have the
contract with the other countries. But focusing on the training data and the old data,
any other things you would like try? To work on, I mean, you've been talking about
the variables already. What would you try to recognize there?

00:07:35 Speaker 3: Yeah, yeah, there was maybe later. I can think of. What do you
mean by? I'm thinking. But I was thinking more about the common attributes. Like
for example, in Germany, there’s like the tax number, let’s say that should be always
be accounted for either you must write in the financial transactions like between
companies right to have that number of other countries have and other variables. I
currently I don’t. I'm thinking I don’t know.

00:08:09 Speaker 2: So you're asking like the features in the training data, OK. I
mean identification of like different data sources will have different sort of tax IDs
sort of and like trying to merge. So all that, let’s assuming we have data in a tabular
format like merging them all together, I think that will be the first step and a very
challenging task, yeah.

00:08:39 Speaker 3: Because it needs also like manual control of a human to see if
it did right. Not like automate that I would say because if there’s already an error
that’s that that’s like. .. Like the whole I model depends on that.

00:08:52 Speaker 3: That’s fine.

00:08:54 Speaker 1: So for maybe the next if we imagine we had good data. And
how would you proceed for? Yeah, the models and what would you try to work on
there? Which approach do you think might be helpful to use based on the old data
to predict and or find people that might have, yeah, dealt in the area of tax fraud
and are active in there. Even without prediction, but maybe just seeing where we
have this data, but usually it might be similar or not. How would you approach
that?

00:09:47 Speaker 3: Like I'm thinking the the the main question now. For this but
like. Is it now already about the model or are we a step?

00:09:58 Speaker 1: What are you thinking about?

00:10:06 Speaker 3: One thought is like I wanted. I was thinking about the model
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selection, let’s say on which technical foundation or concept or model itself like
from decision trees to I don’t know, a neural network that’s so on. I was thinking
about those models, but that’s like also more on the master level. That’s what I
think about how to ask questions. And if that’s already one step too much and if
I'm missing something before that, that’s what.

00:10:37 Speaker 2: So I think like here. So I'm assuming we have like supervised
learning data like and it also depends on how we are sort of like framing the
problem like are we going for a anomaly detection or like risk based approach like
or something like that. So yeah like I think framing the problem itself at this point
will be a pretty good idea.

00:11:04 Speaker 1: Again. So what would you imagine to to frame it?

00:11:08 Speaker 2: Yeah. So I would like I don’t have previous experience in tax
fraud detection, but I would probably go for something like anomaly detection
problem.

00:11:20 Speaker 5: I think like taxes also like if it's some organizations like you
know e-commerce related stuff might be different and probably like retail. I don’t
know like the data itself might be different, so I feel like you’ll have to approach
it probably a little bit domain specific industry specific because the laws apply to
each industry also kind of differs. Probably so yeah, like No two organizations or
people might be taxed the same way like because yeah. So I mean, when you collect
the data, like if you're detecting that somebody is a fraud in the retail industry, you
would probably need like a lot of data points from that industry.

00:12:06 Speaker 2: So like a different sort of modeling approach for each industry?

00:12:09 Speaker 5: Industry. Yeah. I don’t think there’ll be, like, one model that fits
everything. Like you might have to run, like, multiple different variants.

00:12:17 Speaker 1: It’s an interesting idea to bring those together in the system
under one hood, but still with different models. OK, any other thoughts on this?

00:12:29 Speaker 4: I think I would just agree that those are pretty good points and I
think also anomaly detection would be the best model. I could also think of.

00:12:40 Speaker 1: OK, so if you had run enough tests on like setting up the system
and it would work from your side like what factors would you consider to integrate
the system into the previous given processes? So coming back from the idea, To the
idea of, well, it’s it was quite manually before. How should it look like now or what
do you have to consider when bringing that into practice and why?

00:13:15 Speaker 2: So I don’t know how relevant this point is, but I think like.
Especially in the countries in the EU, like having the like the privacy agreement
and everything, and like the models they have previous data of individuals. So
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like navigating that hurdle itself is like a primary challenge. I would say one of the
primary challenges.

00:13:41 Speaker 1: OK.

00:13:44 Speaker 5: I would, I would say, like people who are like entering the data,
like at that level, they need to be given like the like proper instructions on how and
how they should enter data so that no error creeps into it. Like. I mean, there’s no
human error or less human error like yeah.

00:14:04 Speaker 3: Which step?

00:14:05 Speaker 5: Like right at the data collection, like somebody’s entering like
some records of some financials like they should have a protocol that they should
follow strictly. And yeah. So for for future purpose also when you combine the old
and new data like you have less effort in harmonizing them together and so you
probably have to start at that. That level the latest.

00:14:30 Speaker 4: I wanted to say something else. I don’t know. Is the privacy
point, really an issue? Because doesn’t the government has all the data anyways so
they know who you are and they know. Your your ID and what I know because
they have to check. Everything anyways, so I don’t know if that’s really a point, but
don’t don't.

00:14:53 Speaker 3: Yeah, yeah, to that question. I would say also like so it’s
about the transactions we make, I would say and. Yeah. I would also agree to the
anonymity, the detection, but also like maybe there’s some kind of pattern of, let’s
say, suspicious behaviour. Let’s say I would look out for that at the training step.
Like I would say, best case is that it’s like that step, the most automatic one. I hope
that like we just build the pipelines and the data, the training data will be as quick
as possible. And then like?

00:15:36 Speaker 3: The labeling of that or whatever model we will choose like. How
that is handled? and more also I was thinking about how specific the training data
looks like so. The best thing would be if we had like an already solved data source
of confirmed tax evasion and then it’s labeled. And then like more of a pattern. But
because my first thought through also keep the false positives and the Yeah, yeah
the false negatives...

00:16:20 Speaker 1: That’s a good point. Yeah, especially like to to have a real thing
to train it on, yeah. Even though that. Even in, yeah, those processes, it’s quite
interesting to see and work with that. Umm. So if we think about bringing that into
the processes, we also got to think about how do we check whether it works out in
the end as it is intended and what the, how Pricewaterhouse Coopers, framing it,
the value of the system is and whether that value is met and it’s really bringing it
into practice. If you think that on that for this system, how would you try to? Yeah,
check for the Impact and the value?
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00:17:18 Speaker 2: Do you mean like how will we roll out the model and like?
Something like that.

00:17:23 Speaker 5: The deployment of the.

00:17:24 Speaker 1: Model we talked about deployment already, but. The effects of
the model.

00:17:29 Speaker 4: For the evaluation, how good it performs?

00:17:33 Speaker 3: On one, yeah, but also how how we practically measure it is
also the main question. Yeah. OK.

00:17:41 Speaker 4: Maybe I would try to use it on past cases and see if it can detect
those past cases.

00:17:51 Speaker 2: I mean like that will be like I think before the deployment itself
that step should be taken care of during the training, validation and testing. So
like I would probably like implement it in a like a rollout phase sort of like for a
particular demographic or let’s say a particular industry, I would roll the model out.
I'would also like at the same time have the manual tax fraud detecting people who
are there and like sort of, like, collaborate, the findings of both the Al model and the
people to see how good it is performing and yeah, like it should be slow for each
industry or each whatever cluster we decide on previously like it should be rolled
out in steps. It probably will take at least. A year or more for this to happen in my
yeah.

00:18:43 Speaker 5: OK, I feel like the stakeholders like, yeah, like the people like,
you know, the the legal people like in it, they have to like lawyers or prosecutors
and maybe the legal teams of organizations themselves like, they probably have to
give, like, continuous feedback on the results and because I feel like a lot of times,
like people are more open to Al nowadays, but at the end of the day, they probably
still think their decision is right and you know, like humans have a final say in stuff.
Even though AI might be predicting something. So a lot of people will rather go
with their experience than like trust a model. So to build that trust, we got to like,
work closely with stakeholders and, you know, make them involved in it. So they
also feel like they’re part of it. Part of the decision making and just be relying on the
Al etc.

00:19:38 Speaker 3: Yeah. I would also agree also with this. So with the say, so in
my opinion also Al should like on one side it can like automate us let’s say, but that
shouldn’t be like it should be like added value in my view. So stuff that’s definitely
the most value there is also, the patterns it can see and that we human like can really
difficult see. So with those recommendation of the model how I would measure
the effect would be like from the recommendation like how I imagined this the
like, what process is then initiated. So from the recommendation, if it’s a fraud or
maybe if we have maybe we have more than two levels. So not just like positive
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and negative. Let’s say what happens to that and then on the business site like KPI
would be and of course how much money was, let’s say collected and was positive.
But also like the length aspect of that recommendations for me, in my opinion, also
important so.

00:20:47 Speaker 1: What do you mean by the last point?

00:20:48 Speaker 3: The last point, yeah. So let’s for specific cases. I would say that
there are more difficult ones and maybe if you also try to minimize that. So it’s
about like low effort, high result let’s say. Focus on that. But also there are also really
difficult ones with high reward, let’s say also to balance that out. But definitely like
the ones that did take a long time. But in the end it’s not that much money that’s
being summed up and yeah, working that out with the stakeholders. Also may be
an important part I would say also maybe with other departments of course of the
business like the controlling side, yeah.

00:21:33 Speaker 1: And super point. So if you bring all those steps together and
think about what we just discussed, do you have like maybe 3 aspects in your mind
which are crucial to be recognized but or consider when setting up such a system, I
would like you to just maybe write it down on last. I think on the last page this is a
slot for it.

00:22:04 Speaker 2: OK, so like oh. Or in the entirety of our discussion till now, Sir.

00:22:08 Speaker 1: Yeah, right. Because I think we don’t have time to discuss. All
of those. Aspects, but just to to have short here in it and so that I can read through
it later on in detail. So are you done and happy with with working your return?
Thanks for that. Maybe as a short wrap up around if you had the possibility to
speak to the project manager and the team leader.

00:30:17 Speaker 5: So like the project manager of the technical team, who is going
to implement the solution?

00:30:21 Speaker 3: Or in general, with all stakeholders involved, like project man-
ager and which sense?

00:30:24 Speaker 1: I mean, maybe also all stakeholders, why not?

00:30:29 Speaker 2: In that case, probably the like the integration of this new system
with the existing teams and how they like they develop it. And they also like build
the trust among the existing team and the system. So I think that’s one of the
probably the most important part.

00:30:50 Speaker 1: OK.

00:30:51 Speaker 5: Yeah, I think mine would be something on similar lines, yeah.
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00:30:52 Speaker 1: OK.

00:30:56 Speaker 3: Yeah, maybe. Yeah, before that. So I would say so there’s lots
of money impact, let’s say. So I would say go far and beyond, I would say to him
personally, I would try to do kind of a complex model, so doing in with this kind of
impact, more difficult things rather than going for an easier solution in my opinion
I'would say. And also like it’s an important aspect like with already existing team
not focusing also focusing kind of on them and the use of the tool with them and
not just like the two. And then just give it to them like I think the effect can be that
I would think definitely observe like the productivity productivity side and so on
and also even the ideas from the existing team getting input and inspiration for that
but then also like if you do it complex and the interface doing it easy and the values
and recommendations comes out of it. Doing that also like in a way that they easily
understand and like everyone should be able to understand it, not like some kind
of zero point some value and they are like what? Yeah.

00:32:16 Speaker 1: Thank you.

00:32:17 Speaker 4: Yeah, for me something similar. So that they also look at how
to integrate it into the workflow so that everyone knows what this is and how and
that they can also build some kind of trust to this. New method and that they all
can kind of see how this works and have some slow start into this.

00:32:43 Speaker 5: Also like a good team that sustains the project after it deploys
like you know this, this team like should be technically sound as well as like you
know, legally. Also I would say they would need people in it because at some point
your machine might be going out of I mean your model that you have created might
be going out of date. no longer be good enough. So to detect this it would require
technical people as well as subject experts.

00:33:12 Speaker 1: What do you mean by subject experts?

00:33:13 Speaker 5: So something for example like people have done, say interna-
tional taxation laws or you know like who have done their taxes like Chartered
Accountants. Right. Yeah, something like that. So I feel like they also have to review
it as well as the technical person associated with it.

00:33:31 Speaker 1: OK, perfect. Thanks for the wrap up of this round. So if you
don’t have any other ideas to to bring in, I just say that you can swap over to the
laptops again to
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(Mini Focus Group 17 - online; Condition: Al Ethics Education; Participants: #1515,
#1516; Moderator: Speaker 1)

00:00:00 Speaker 1: What do you understand as the most important things to
consider when setting up such a system?

00:02:11 Speaker 2: OK. First of all, I would see what is, what is the kind of the data
you can access because I know it’s not really ideally you would get, you would
just use all the data you can use about the person, but I think there could be illegal
according to some EU laws. Like I know theyre like, even the state needs respect on
privacy concerns when, when designing something like this. I know that because
like in Italy they're talking about this. And I think even at the European Union level
some days ago they talked about whether this could be done or not, and I feel like
it’s they concluded that you could do it. But there are like many concerns because,
like the European rights chart that is called the European the chart of human rights
to the European Union, something like that ensures that, like you have to, you
have a right to privacy that is very strong. So it’s unlikely they, the state could just
use every information they can have on you to do this like technically, the ideal
thing was even to like buy data from advertisers like to buy data from Google and
Facebook to, to do that like there is a the, the Minister of like digital transition or
something like that in Italy some days ago said that he wanted to scrape Instagram
profiles and Facebook profiles to, to gather data to do Al tax fraud detection. But
that’s like that is not doable like the European laws and do not allow that. So, the
first thing you have to do to make sure which data you can use which data you
cannot use from an ethical, but especially in a legal point of view 00:03:59 Speaker
1: That’s an important point. Do you have, yeah, I mean, additional comments on
that?

00:04:05 Speaker 3: I guess something else I think we could consider is like the
patterns that we're trying to recognize in order to identify specifically how someone
is committing tax fraud. That needs to be very accurate and so I'm just wondering
how, how do you define, like how do you define that pattern? Because I can just like
already said, because there’s some, there’s so much information that’s not legal that
would be legal for us to derive because of privacy concerns. So what the passions
that would be yielded through this, how accurate would they be since you don’t
get the full picture?

00:04:45 Speaker 1: So how would you proceed maybe for the data collection to
tackle those things and then to collect the right data we have any like things that
you would consider there?

00:05:00 Speaker 3: I guess maybe overlap of income, things like that. I mean, I, I
don’t know that much about tax fraud, like the, I don’t know what exactly what are
the identifiers we’re using.
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00:05:20 Speaker 1: So especially with the income, that’s how that’s mostly for the
private people, right? Could you apply the same approach also for businesses?

00:05:37 Speaker 3: I guess so. I mean that probably depends as well, right on the
type of business, what are the requirements? I guess that probably varies within,
that probably varies from person to person as well and from household to household.
So I guess there are a lot of factors that you need to consider in the model.

00:05:52 Speaker 1: Yeah. Do you see the same complexities for businesses as for
private people?

00:06:01 Speaker 3: I guess it’s possible but not too sure.

00:06:13 Speaker 2: I think maybe businesses are less legally protected from the
point of view of like privacy other thing because like, I think privacy is thought
to be like an individual right. So, I don’t think it applies to businesses or it does
not apply strongly as much as to businesses. Maybe it’s like, it's you can, you can,
like surveil them more. Like you can do, you can do more of a gathering around
them and something you could, you should not be able to do about individuals.
And also like, also the, about like responsibility of things in, if you, if you screw
up with the tax fraud detection, you could ruin a personal life.fI you do, if you do
that in with a business, you could also ruin people lives, but it’s different. It’s like
more, not that direct because you're not dealing with black people lives individually,
you're dealing with them in a different way. Because of course, like companies
make people survive. But it’s, it’s a different thing than just going somebody ’s life,
because maybe you committed an error in tax fraud detection.

00:07:17 Speaker 3: Yeah, that’s right. But I mean, even as an employee, you
probably still have rights as to how much information the company is allowed to
see anywhere. So would that maybe perhaps be the same even if it is an individual
case, or if it’s within a business, because those rights still apply even if you're just,
even if you work at a company, right? They can’t just have access to everything.

00:07:39 Speaker 1: So also the information about the people working there.
00:07:44 Speaker 3: Yeah, right. Yeah.

00:07:46 Speaker 1: It’s also quite important point, right. Especially since individual
behavior is hard, heavily linked to the act of tax fraud itself.

00:07:59 Speaker 3: Yeah, exactly.
00:08:06 Speaker 1: It’s an interesting point, especially like how to use those links
together to set up a model. Do you have any ideas and thoughts about how to do

that, like which kind of models you would see is quite usable in this case?

00:08:37 Speaker 2: In what sense?
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00:08:39 Speaker 1: Umm, so we could start like from the basic thing of differentiat-
ing between supervised and unsupervised. For example, what would you rather
select for this kind of thing and where do you see the complexities when setting
that up?

00:09:02 Speaker 3: We'll be trying.
00:09:02 Speaker 2: OK. Like.

00:09:02 Speaker 3: With abnormalities essentially. Right, I think that’s where you
start.

00:09:04 Speaker 1: Again?

00:09:07 Speaker 3: You will be trying to detect abnormalities within the pattern,
I'm sorry, within the data.

00:09:14 Speaker 1: So that’s the question. What would you rather prefer to have as
an outcome?

00:09:22 Speaker 3: I'm not sure.

00:09:34 Speaker 2: 1, I like, I think that the, the simplest method is the most the, the
least likely, like that rights are, are being violated. Uh and I, I think like the most
viable approach and also the simplest one to implement would be just some kind of
like linear regression that like score, like that predicts people tax people like tax rate
or people how much people should pay taxes based on other indicators like where
do they live and other information than the state has access to and the people that
have a wide, that have like very, very different tax being paid compared to what
the model says, those people should be flagged like suspicious and they should
manually. Anything that’s the, the most essential model you can have. You can even
implement that using a neural network, but still in this like basic way that you, you
take a set of indicators and you try to predict how much taxes that person or that
company should pay and you try to, if there is some discrepancies between what
the model says and what the company is actually paying in taxes, but anything that
is more complex than that, like some model that is like, like some feedback learning
or some like modeling is like a lamps or model that uses like other kinds of more
advanced or like maybe even like some clustering algorithm like those, those could
have way more implications into violating people rights. Like I feel like the simpler,
the simpler you make it the most likely you are to like just be in, inside ethical and
legal boundaries.

00:11:26 Speaker 1: Why do you think so?
00:11:28 Speaker 2: Because like the, if you use more complex models you could be

doing, you could be incurring like some kind of discrimination. I'm thinking, for
example if you use some like clustering method and you do something like or like
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Al cluster people based on like, where do they, where they live and, and some other
things and if somebody should be in a cluster, but it’s not paying taxes like people
in in this cluster, Uh, that person is probably doing tax fraud, but that could lead
to discrimination, that could easily lead to discrimination. Because like then you
could end up using. OK, I'm pretty sure that in the US, they probably would do
something that, you could do something like your ethnic group as a, as a way to like
do clustering and things like that and that and that could lead to a lot of like biases
or, or maybe, or maybe something, something easy you could do something like?
Or if you do like clustering to do tax fraud detection, maybe fish like fishermen like
people that fish like to, like to say something like that, that could, could work like
people that fish in your truck are likely to be, likely to commit tax fraud and, and,
and this means that the clustering algorithm would classify other people that do
that job in new tracks are likely to the tax fraud and that could be a discrimination
road. So that'’s like, yes, the point.

00:13:00 Speaker 1: It’s a tricky thing.

00:13:02 Speaker 2: I feel like if you say it’s on, or just a linear regression and we
are like trying to account for like biases like gender and other protected categories I
think it’s easier to control.

00:13:17 Speaker 3: But there also maybe wouldn’t there be more generalization if
the model is very simple? Like, like you said with the fisherman example? Like if
the algorithm picked it up once, it’s going to detect the second person to supposedly
do the same thing. So because people are complex, maybe we do need something
more complex, but the model needs to be a bit more complex as well within 2
different cases, I don’t know.

00:13:39 Speaker 2: But because like in the, because in the clustering you're trying
to like profile people by their group, like you're trying to group people together
and use that as an information to predict things. But if you just do a supervised
linear regression the, there could be biased because for example like some, some one
hot encoded trades could lead to biases like if you, if you put as a, as a parameter
being a feature menu track that could lead to biases, but I think it’s easier to control
for biases into linear, linear regression model. Because it’s like, it’s a fairly simple
model, so you can, you can, if like groups of people are being discriminating in a
way and also I, I think it’s easier to defend yourself by saying, oh, it’s a very simple
model, we are not grouping people together. The only thing that is changing it is
how you train the model, so the training, like only, the only thing would be the
training data and in this case the training data would be like past tax fraud, like
people, like people that have been detected committing tax fraud and people they
have not committed tax fraud and or also just technically, you could train the model
even without considering tax fraud because you can train the model in real tax
data, so like you should do this job and you live in this area and you have this
income, you should pay this taxes. And you can just train the model of, on data that
doesn’t have tax fraud in it, and then you just use the model to see where to, to find
discrepancies. And in this way you don’t even have to use data from people that
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have committed tax fraud to, to train the model, and I feel like that’s slightly more
ethical because maybe like people that they’ve committed tax fraud would not be
happy to have their data be used to detect other tax fraud people. And like, it’s not,
it’s not a very good argument, but I think it’s also a legal argument that it’s about it.
Like, that’s like tax fraud people could be like: No, I don’t want, I don’t want my
data to be used to, to

00:15:50 Speaker 3: Of course.

00:15:51 Speaker 2: train a model that could like you know, just need more people.
00:15:54 Speaker 1: Yeah. Yeah, that’s an interesting point.

00:15:56 Speaker 2: But you just do like a very simple model you don’t need the.
00:16:00 Speaker 3: Yeah, that’s right.

00:16:04 Speaker 1: Well, if we assume still that we like, we’re able to overcome those
strikes and have a model that is working. How would you proceed for the rollout
phase, like how do you, what factors would you consider when implementing this
system both in the work flows at the Financial Investigation Office, but also into the
judicial processes?

00:16:41 Speaker 3: Well, specific laws as well of that area or country, region that
we’re looking at in the traditional process, Business schools of the country.

00:17:01 Speaker 1: What do you mean by that?

00:17:02 Speaker 3: Like specific to the business, whatever the goals are, I guess the
data would depend on that, like how much information, what type of information
they’re trying to get.

00:17:07 Speaker 1: OK. Mhm, true.

00:17:21 Speaker 2: I would like propose to like sample random people, no, we don't,
you don’t know the name of and and run the model on them to like have some test
cases to see how the model performs. But I would also use that to establish the
practice of how you would use the model, and I feel like the practice of how you
should use it, they should, there should be something like that the model analyzes
people with tax returns based on their other indicators, and if the model thinks
that the tax returns are not the ones that should like, they don’t line up with how
much people should be paying taxes and then they should flag those people as
suspicious and somebody should manually review them, especially in the testing
phase. And uh, and if the manual reviewers think that the model is OK you can,
and like the model could actually be right, you could proceed in, you could proceed
in putting the model like in implementing the model in a higher scale and and the
mean, in the meanwhile the people in the test have been found to commit to a, likely
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committed tax fraud should be referred to the judicial side and you can present
the model as some evidence. I wouldn’t present the, what the model says as like
definitely that evidence I would just use it as like some, as a one hint of tax fraud,
but I still think the, the manually review, the manually review people should be the
damning evidence of the tax code, not the model itself. But it should, it could be one
indicator. The commit, like judges or the like the legal side, proceeding as a person
and on the, on the wider scale if the model like like survived this test run and, and
people decide to apply it on a wider scale, I would still, I would hire more manual
reviewers to, that should be trained on, on checking what the model says in order to
check the people that, that have been flagged the suspicious by the model because I
don’t think that the model should be taking decision. I think the model should flag
people for manual review, but they should not be the ultimate, like you should not
be, you should not be sent a letter by the state that you have commit tax fraud just
because the model said. There should always be one human that reviews what the
model says and and decides whether there is, there are grounds to proceed or not.

00:19:54 Speaker 3: I agree with that as well. I don’t think the model alone should
be the only thing working in the process and making the decisions for sure, yeah.

00:20:03 Speaker 1: And that makes it, yeah, maybe a little easier to, to outbalance
the complexities that we talked about already. Yeah. So, how would you proceed
to measure of the impact, like the overall impact of such a system afterwards, and
whether you designed a good system or not?

00:20:32 Speaker 3: You could compare it maybe with other system that’s already
in use, right. That is working well, or maybe the one that uses Al or not, but we
can just compare that to one that is efficient and is giving us, is reliable basically.
Maybe you can compare that with that, but maybe a specific area we can just use
both systems to see what information they give out and compare.

00:21:08 Speaker 2: I agree on that.

00:21:13 Speaker 3: So basically we can only measure it by if it actually got the right
people. Otherwise, we won't.

00:21:20 Speaker 1: That’s a good point. OK. So if we like, look back on all the things
that we just talked about you could, I don’t know whether you have opened the
questionnaire right now on the page with the discussion.

00:21:42 Speaker 2: OK.

00:21:44 Speaker 3: I'm like at the page where it’s like this, with those the cartoon.

00:21:48 Speaker 2: The page, the page that like titled discussion?

00:21:51 Speaker 1: Yeah, the page that is titled discussion. There’s a link to, uh, a
pad sitting here and.
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00:21:58 Speaker 2: Yeah, yeah. OK.

00:22:03 Speaker 1: So, I like you to shortly think about the 3 most significant
complexities that you see or the 3 most significant challenges that you see when
setting up such a system. You can just write it down for yourself, and afterwards
we can shortly discuss it. Just cause your thoughts. Does it work for you too?

00:24:06 Speaker 2: Yeah, I think I'm, I think I, I have them.
00:24:28 Speaker 3: I think I'm just gonna write the privacy issues, but.

00:24:32 Speaker 1: OK, I think you could also just put it in there probably. So you
both have 3 things. So who wants to shortly go over their aspects first?

00:25:15 Speaker 3: I don’t mind going. Firstly, I guess for any model to be, to be
efficient, it needs to be, it needs to yield accurate and reliable results. So, for that
basically the system needs to detect the right people that are committing tax fraud.
So there needs to be a way. If we don’t get that then the system is not working. So
that can be done by measuring that with the system that is already in place and is
working, and maybe we can use that to compare results are reliable and our results
are valid. Uh. Secondly, just using an Al system to make the whole decision process,
I think poses some extra concerns because it could lead to generalize results prices.
So, I don’t think that, I think it should be a more balanced approach where there’s
also humans present in the decision making process. I think that’s very important.
And yeah, thirdly, just that in order to get all this information, it’s possible that
some peoples rights might get violated. So, I think regional individual rights based
on the places need to be considered, heavily considered.

00:26:32 Speaker 1: OK. Do you want to add your points as well and shortly talk
about it?

00:26:43 Speaker 2: Yeah, but it was mostly the things we talked about before like.
First of all, the, the thing is you have to make sure that the data you're using doesn’t
cross boundaries and the legal framework of like what are individual privacy rights
and also escalate to make sure that also you're not doing bad things. In, from a
point of view, like violating people’s privacy and then I would make sure that a
responsibility gap is avoided by ensuring that decision making is always made by
humans and manually review what the model says instead of letting the model
decide by itself, because you cannot blame a model, but you can blame people. So,
it’s, it’s important to have the people taking responsibility and making sure that the
model is being used just as a tool and not as a decision maker and then there is the
last point that is like a more it’s a more pragmatic point related to the second one.
You have to make sure that the model is affecting is worth implementing it so the,
the state is gaining money from it, like the state is recouping tax fraud money from
it even if like that in the ideal case you just implement the model, you don’t have to
hire more people. You can fire most of your tax Fraud Department office. So the
model makes a lot of people unemployed because the the AI model is more efficient
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and cost less than people. But that I don’t. I hope that doesn’t happen because I,
I think that people should be responsible for this. So I think that the state should
not be hiring less people because of this model. You have to make a model that is
even more efficient and more productive because you have to make the model be
worth it. Despite the model is not making you save money on other things. Like
the, on the human side of the, of the process. So, the model should be good enough
it’s worth implementing it even if you're not paying less people. You could actually
be paying more people because you have to pay Al engineers to make it more.

00:28:48 Speaker 1: Yeah. True. It's an interesting point that you also brought this
to the table so yeah. Actually good to consider that as well if you would though
like after all those complexities and probably issues if you had the chance to speak
to one of the managers of such a project, uhm. What you would you give them as
advice to follow up and maybe end this discussion on the positive note?

00:29:21 Speaker 2: I would, I would tell them something that it was about the other
day. There are some like data sets that are kinda unexpected that exist, but they
exist. And not many people know about it. And because they’re like some things
are like according to some of those, some things need to be public like mandatorily
and I don’t know if the same case in Germany, but for example I found that, that in
Italy when you sell a building like some real estate thing, the contract of the real
estate like of selling that piece of real estate must be public. And I found out that
there is a public data set. There is a public data set which buildings are being sold
for what? And it is constantly refreshed because it’s, it is constantly like every time
you sell a building that should go into the data set and it is well done. And I think
that, that would be the easiest. Like if that data set like that exist. If there are other
devices like this, there are the easiest starting point to, to detect tax fraud. Because
the, for selling real estate, you can just see which with like if somebody tells real
estate for a certain price in one area and the next week is sold for like half the price.
That, that building it was probably sold for a lower price just to pay less taxes than.
And that’s you. You can just very, very easily see which, which houses were sold
for way too, way too little in a certain area and that’s tax fraud detection.

00:31:00 Speaker 1: That’s a good point, good starting point.

00:31:02 Speaker 2: Like this actually like there are many data sets that like people
like, that need to be legally public, but very few people know about them and I
would use the, I would search for those that are good starting point for a tax fraud
detection thing. And it is also a bit outrageous and nobody has done this before
also but because for, for some of those that’s, it’s, it’s like anybody knows anything
about machine learning would think that this is like a way to reduce tax fraud.

00:31:40 Speaker 1: What would your advice be?

00:31:47 Speaker 3: I think mostly just elaborating on the last point that I made,
which is that I think there needs to be a good balance of human and both human
aspect and tech aspects in this process, I think. Personally, at least I think that, I
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think that the process, the model needs to be trained a lot of times so that we make
sure that we are getting the right information and not to just rely on data completely.
I think that it needs to go through some cycles for us to know that it’s reliable. And
not just be like, oh, well, the model said that this person committed tax fraud so
that’s just the end of. I think that’s a very dangerous spot. Yeah, we need people
that are maybe, uh, both professional on the ethical side as well as Al and both
working on this, I think that’s something the manager needs to consider and not
just have tech people working in this.

00:32:43 Speaker 1: OK. I think that’s an really interesting point by the end.
00:32:47 Speaker 3: We're just promoting our degree basically.

00:32:50 Speaker 1: Right. Yeah. I mean somehow how we also need a job.
00:32:54 Speaker 3: Yeah, we need a job.

00:32:57 Speaker 1: Yeah, I really like that as a, as an ending point for the discussion,
do you have anything else to add?

00:33:06 Speaker 3: No, not for now.
00:33:12 Speaker 1: Or is there anything by you?
00:33:14 Speaker 2: No, no, I think, uh, we said basically anything.

00:33:19 Speaker 1: OK. Yeah. So, thanks for the good ideas. And yeah, diving deep
on this. To understand a little more how you tackle this the questionnaire on the
following page is is first focused on the case study and afterwards shifts a little
more to this more general perspective and your personal perception of Al So, if
you want you can swap back. And, yeah, just tell me if you have, if any questions
come up in between. Thank you. I think I can stop the recording here as well.
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ABG Attitude-Behavior Gap. 1, 19, 30, 31, 42, 45, 46, 60-64, 73-81
Al Artificial Intelligence. v—vii, 18, 19, 24, 47-80
AIEE Al Ethics Education. 2, 33-36, 41-51, 58-60, 65-73, 75-81

CSS Computational Social Systems. 36, 43, 78
DADS Data Analytics and Decision Science. 36, 43, 78

EAIG Ethical Al Guideline. 7, 8,12, 21, 76
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FAT Fairness, Accountability, and Transparency. 7, 8, 16
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OSF Open Science Framework. 31
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32,33, 35, 36,42,43,45,78

STEM Science, technology, engineering, and mathematics. 13, 14, 24
TPB Theory of Planned Behavior. 19, 20,70, 72, 75, 76

XAI Explainable Al 7, 8, 10, 15
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